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NAME
GigA+ — IPTV-stream delrery software.

DESCRIPTION
GigA+ (giga—plus) is a softvare to delier video streams from content—piaers to clients (STBs, smart
TVs, video players, etc.). GigA+ can delf video as linear streams — via HTTP, or gsremnts — via HLS.
For HLS, a third—party HTTP seer (such as NginX) may be used, otherwisadibne by gxng(1) module.

GigA+ is a descendant of Gigapxy, which is centered on linearvde}i and has tev modules: gws and
gng. GigA+ includes similar modules, named gxws and gxng.

Basic terminology and use cases
GigA+ uses the termhannel for a data source and client for a destination.

GigA+ feeds data from M multicast channels to N clients (where N >= M). A client is an application that
issued an appropriate HTTP request to a GigA+ module.

GigA+ is designed to seevas ma clients, as possible,fefiently and economicallyFor linear delivery, a

built-in cache allovs nev clients to start reading cached (channel) data at once, minimizing the delay asso-
ciated with switching between IPTV programsr Ehe end user this means that changing IPTV channels is
very fast.

In case of HLS deliery, GigA+ allows to distrilute the load to multiple sesxs using a load—balancing
module. DVR could be set up for anof HLS—enabled channels to allalelayed playback.

APPLICATION MODULES
GigA+ modules could be dgided into three catmries: preparation, delivery and load—balancing. Br
linear streaming, all modules are about deliy. For HLS delvery, a linear source stream must be firg-pr
pared: dvided into sgments and ggnents mapped to playlist items. Load-balancing modules ensure that
data sgments are\ailable on multiple hosts and that requests get dig&ibbetween those hosts.

oxws (Web sewice)
processes andalidates a user request, sets up input and output ends of the associated data
streams, then dispatches the request to the appropriate engine: a gxng process. In case of HLS,
the request is either for a playlist or for a datgreent. Br a playlist, gxws reaches out to the
playlist manger module (gxpm) and passes the playlist to the clieot.eFdata sgment, gxws
passes the request to a gxng engine, toatlehe content. gxws controls N gxng instances, where
N <= number of cags. This allws to distrilmte CPU load\eenly.

gxng (Delivery engine)
processes requests from gxws andwdeti data streams to clients. Each gxng has a controlling
gxws to which it attabes via a designated UNIX soetk Most of the CPU loadalls on gxngs,
so there are usually multiple instances attached to the controlling gxws, pinndeérendiCcPU
cores. gxng reports client-relatedests it is handling; the reports allogxws to track data
streams and load-balance between multiple engines. gxuarly updates traffic pedr-
mance statistics (TPS) for gxws tr&€ reports.

vsm (HLS Stream Manager)
is a stream—preparation module for HLS channels. kdatare of partitioning the input (linear)
stream into sgments and notifying all other modules of its actions. Each vsm instance handles a
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distinct channel, all required parameters vsm obtains fromaare! spec — a human-readable
configuration file. vsm, h@ever, is just a front: it imokes two other video—preparation modules
to perform its function. vsm also tek care of restarting refent modules and ensuring that feed
interruptions and stream errors are handled correctly

gxseg (HLS Steam Segmenter)
splits input stream into genents. It notifies the playlist mager on every split, to account for
every sgment. This module is launched and run by vsm andviemealled directly

wux (Message poxy)
facilitates message passing from gxseg to the playlist geanavux maintains a ggnent mani-
fest to pregent data loss in case of a crash. This module is launched and run by vsm asd is ne
called directly

oxpm (HLS playlist manager)
is responsible for generation of playlists. vsm produces meta—data for gxpm: it supplies
playlist-item info as items get generated by gxseg. gxws relays playlists from gxpm to the
clients. For load-balancing, gxpm also sends notifications (one per itemwg(1) download
agents.

dwg (Download agent)
listens for sgment—eady notifications from gxpm and fetchegsgents from remote gers.

flb (FastCGI load balancer)
is a web-semr module to distribte sgment requests across a set of hosts. It could use
round-robin or min/max criteria for distridion. flb redirects requests via HTTP 302 to the
seners picled by the distribtion algorithm.

STREAMING MODES
GigA+ supports tw streaming modes: linear (source stream ise@ng a continuous manner) and HLS
(stream is seed as a sequence of datgreents, compliant with Apple HLS protocol).

Linear streaming
gxws and gxng are theed modules when a request for linear streaming is made. A request is initially
receved by gxws, which (after authentication) connects to the source stream and tgateddigther 1/0
to one of the attdwed gxng engines.

A request for linear streaming may lookdithe follaving:
http://acmecom:8080/st/udp://224.0.2.26:5959/dst/8k=493f064567
For a detailed look aeiquest formats please refer to gxws(1) manpage.

In this case the gxws parses theaboequest and subscribes (unless already subscribed) to the requested
multicast channel 224.0.2.26:5959. Then it passes both connections (source A = 224.0.2.26:5959, destina-
tion B = request sockt) to the selected gxng instance. gxng proceeds with relaying data from A to B until
either connection is shut @o.
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Single-sewer HLS streaming
is the mode when content is delied via HLS, with all data genents on a single server. An HLS—playlist
request comes to gxws. Such a request may loekHi follaving:

http://data-host1:4046/hls-m3u/showtime/playlist. m3u8

For a detailed look aeiquest formats please refer to gxws(1) manpage.

In this case gxws identifies this as a request for a LIVE playlist. gxws requests the playlist from gxpm
using shavtime as the channel identifiefFor gxpm to be able to produce a LIVE playlist for shtime,

the channe$ vsm should be up and running, supplying gxpm with metadata on genergt@eists. gxpm
responds to the request with the HLS playlist containing links (URLS) to dgtgests (in the LIVE-feed
window). A data—sgment URL looks like the follaving:

http://data-host1:4046/hls-&'showtime/23192767.ts

This links back to the gxws (using the same port and héspfefix), so the ggnent (23192767.1s) is to be
fetched via gxng. Once gxws regives the request, it passes it on to a gxng engine teedehie sgment
to the client. In another scenario, there could befardiit link for this sgment:

http://data-host1:8086/gpx-géshowtime/23192767.ts

In this case, a third—party web senhas been set up to listen on port 8086 andesiles from /gpx—sg.
That web sersr is an independent component responsible fgmsat delvery. No gxng is needed and
gxws could operate without a single gxng attached (if only HLS requests were to leelserv

Multi-ser ver HLS streaming
is the mode when datagseents are replicated across N > 1 participatingessrvin this scenario, gxpm
sends sgment-ready notifications to a multicast channel awd(dl) davnload agent reads the notifica-
tions and dwnloads the respegg sgments.

gxpm is set up to generategment URLs suitable for load balancing. The balancing is done using flb(1)
module. flb, paired with a (third—party) web servioad—-balances requests by picking sesvfrom the
pool and re—directing inbound datagseent requests accordinglyia HTTP 302. A data—genent URL

may look like the follaving:

http://Ib-host:5089/gpx-g¥showtime/23192767.ts

flb listens on Ib-host:5089, with hosts in the pool ranging from data-hostl to data-host8. It picks data-
host4 for this particular request and re-direct to:

http://data-host4:8086/gpx-géshowtime/23192767.ts

where a third—party webseasw (or gxws) services it. flb is NDa stand—-alone sesw but a FastCGI mod-
ule. For naw, flb has been tested and is guaranteed to function currectly with NginX 1.4+.

For adwanced load balancing (end round-robin), Redis NoSQL database must run on one of therserv
The database consolidatemrious metrics across the serpool, alleving flb to use mini-max algorithms
based on custom load sensoFor further details on setting up load balancing and configuring mini-max,
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one should refer to gxa-lb-setup(5) manpage.

AUTHORS
Pavel V. Cherenkv

SEE ALSO
oxws(1),gxng(1),flb(1),avg(1),gxpm(1),gxseg(1),wux(1),vsm(1),gxa-lb-setup(7)

Version 0.1 September 14, 2017



oxws(1) gxws manual page oxws(1)

NAME
gxws — GigA+ web service daemon.

SYNOPSIS
oxws [-h?TvVgkU] [-C config_file] [ Igfile}] [-p pidfile]

DESCRIPTION
gxws is the front-end module of GigA+. It handles user and adminiggragquests submitted via HTTP
protocol. The format of requests is described in the USER BESTS and ADMIN REQUESTS sec-
tions of this page.

gxws dispatches (certain) user requests to GigA+ engines, instances of the gxng(1) daemon. At least one
gxng instance should be running for GigA+ to accept requests for datefefor HLS—sgment requests
when a third—party web sexwdelvers the sgments). A single gxws instance can control up to 64 engines.

gxws tales its parameters from a configtion file, which is either gxws.conf or gigaplus.conf byaigf,

and can contain sections foryaor all GigA+ modules. gxws will look for the dadilt configuration in a)
current directory; b) /etc; c) /usr/locall/etc. akh to a specific configuration file could beayi at com-
mand-line (see OPTIONS). Configuration options for gxws are described in detail in the CONFIGURA-
TION section of this page.

gxws re—-reads its configuration in response to SIGHgRvs will force-rotate its log in response to
SIGUSR1.

OPTIONS
gxws accepts the folleing options:

-h, ——help, —?, ——options
output brief option guide. This is Nlthe behaior when run without parameters.

—-C, ——config path
specify configuration file.

-1, ——logfile path
specify log file.
—-p, ——pidfile path
specify pid file.
=T, ——term

run as a terminal (non-daemon) application. This is thauttebeh&ior when gxws is run by a
non-prvileged user—T could be specified when run as root in ordelTN@become a daemon,
for instance, for dailmging purposes.

-V, ——verbose
set the lgel of verbosity in the output. This option could be repeated to get to the desieéd le
which is 0, unless the option is used at least onceell0ewill reduce output to theewy essential
log entries of NRM (normal) priority; leel 1 will set \erbosity to output to INF (ird): suitable
for monitoring lut not deligging; level 2 will enable DBG (debg) level for most (It not all)
application modules; ‘el 3 will set DBG (delng) for all modules. This switch has a rather
inflexible nature, for more precise setting of logdls please use config settings alone.

-V, ——version
output applicatiors version and quit.
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—g,——quiet
send no output to terminal. This is to supressarnput normally sent to standard output or error
streams. Unless specified, when run from a nomitgied account, gxws will miror diagnostic
messages sent to the log (as specified with the I option) to standard output.

—k,——oldmcast
use lgagy multicast API. gxws uses mer protocol-agnostic API by dailt, some (older) sys-
tems may not fully support it oxkibit erroneous belvéor when using it. Enabling this option
will have gxws use the older protocol-specific multicast API.

—-U,——unauth
Disable authorization (if configured). This option alfoa quick command-lineverride to dis-
able whateer authorization method has been configured.

-K, ——syskey
generate systenek (to use in licensing) anckie.

USER REQUESTS

oxws(1) supports ta catgories of streaming: linear and HLS, and has distinct formats for eithgocgate

Linear—streaming requests

Version

The formats for linear streaming are:

a) http:/{addr}:{gxws_port}/{cmd}/{mcast-addr}:{mcast-port}

WHERE
{addr}:{gxws_port} ::= IPv4/6 address of the usezquest listener;
{cmd} = udp;
{mcast-addr}:{mcast-port} ::=I1Pv4/6 address of the mulitcast group;

NB: IPv6 addresses arevedys specified as [{addr}]:port, as if18::1]:5056.

This (udpxy-style) type of request specifies multicast group as the data source and the requesting HTTP
connection as the destination.

b) http://{addr}:{gxws_port}/sc/{channel-uri}/dst/{client-uri}

WHERE
{addr}:{gxws_port} ::= IPv4/6 address of the user-request listener;
{channel-uri} ::= URI for the channel (see format beflp
{client-uri} ::= URI for the client (see format belo);

URI format: {protocol}://{path}?{query}
c) http://{addr}:{gxws_port}/${alias}
This type of request uses laninel alias: a dollar-sign preég name that resadg to a URL for a channel.

Refer to channels.conf(5) for details on configuring channels using aliased groups.

Supported protocols are: FILE, TCP, UDP, HTTP. Belare a fev examples of requests using feifent
protocols and formats:
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a) http://acmecom:8080/st/file:///opt/data/somefildat/dst/?a=bb&c=dd
gxws(1) is listening on port 8080 at acme.com
Channel is a file with the full path: /opt/data/somedi

The request has an associated query 'a=bb&c=dd’ which could be used to specify additional
parameters for the session.

Client (dst) is not specified, which @eits to the connection of the HTTP request.

The contents of /opt/data/someifilat will be sent to the client; at EOF point the engine willitv

(in a non-blocking manner) for the file tapand (be appended with more data) and, if the file
gets epanded, will send the nedata to the client. If the file does nofpand within a certain
(configurable) time period, the channel will time out and the clients’ sessions will be terminated.

b) http://acmecom:8080/st/udp://[ff18::1]:5056/dst/file:///opt/data/somefidat
Channel is a multicast group with IPv6 addré$8:f1, port 5056
Client is a file with the path: /opt/data/sometibt

The engine will write ayndata arning for the channel (multicast group) into the named file. The
channel may time out if no data agiwithin a certain time period, in which case the session will
be closed. If thers’an error writing to the destination file, the session will also end.

c) http://acmecom:8080/st/udp://[ff18::1]:5056/dst/
d) http://acmecom:8080/udp/[fL8:1]:5056

The two requests alve are equialent (just stated in twdifferent formats).

Both specify channel as the multicast grodfpdf1]:5056 and the (requesting) HTTP connection
as the client. A timeout may occur on either of the pdtvweonnections here, either of theotw
connections could also be baykby the peethus terminating the session.

e)
http://acmecom:8080/st/http://10.0.1.12:4056/udp/224.0.2.26:4033?kk=yy/dst/tcp://192.168.12.10:5051 Pmm=f

specifies that channel data comes as a response to the HTTP GET /udp/224.0.2.26:4033?kk=yy
request sent to http://10.0.1.12:4056. Wheateapplication handles HTTP requests at that
address isxpected to reply with a data stream destined to a TCResooknected to the address:
192.168.12.10:5051. This session also has an associated queryf’ mvhich could hae a
meaning in the conte of the gven session.

This request underlines GigAsttapability to cascade addisy-chain’ requests, and, therefore,
link its instances or itself up with other applications compliant with either of thedquest for

mats (‘'udp-channel’ angrc-dst pair’). A chain, such as, for instance, udpxy -> GigA+ -> udpxy
-> media playeris made possible by this functionality

f) http://acmecom:8080/$TV9

requests to use an aliased channel TV9 as the source, the destinatawitidefto the requesting
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connection.

0) http://acmecom:8080/st/$TV9?key=BF094744c5/dst

requests the same aliased channel in src—dst format and appendgs pheakneter to the URL
the alias resoks to.

For further details on aliased channels one should refer to channels.conf(5)

HLS-streaming requests
Subdvide into two types:

a) Playlist equests
provide clients with the meta—data on the data segments to play back. The formats of playlist
(M3U8) requests are:

http:/{addr}{port}/../hIs-m3u/${dannel-tay}/playlist. n3u8[?utime={unix-time}&duation={duration}]
http:/{addr}:{port}/../hls-m3u/${dannel-tay}/playlist_dvr_ange—{unix-time}-{dur_sec}.m3u8
http:/{addr}:{port}/../hIls-m3u/${dannel-tay}/index—{unix-time}-{dur_sec}.m3u8

WHERE:
hls—m3u is the identifying tagyword for the request type;
channel-tay is a symbolic tag, identifying the channel (not an alias frdrarmels.conf);
unix—time (optional) is a UNIX timestamp for the start of the transmissioviRDnode).
duration (optional) is the intended duration of the transmission in secondR (Dode), open—ended if

omitted.
dur_sec is the intended duration of the transmission in secondswer(D¥R mode), open—-ended if
now.

Example (LIVE): http://acme.tv:5046/hls-m3u/tv5Smonde/playlist. m3u8
Example (IVR): http://acme.tv:5046/hls-m3u/tvSmonde/playlist. m3u8?utime=1499069128

Example (D/R): http://acme.tv:5046/hls-m3u/tvSmonde/playlist. n3u8?utime=1499069128&dura-
tion=3600

Example (D/R): http://acme.tv:5046/something/hls-
m3u/tv5monde/playlist_dvr_range-1499069128-3600.m3u8

Example (IVR): http://acme.tv:5046/something/hls-m3u/tvSmonde/atié99069128-no.m3u8

For DVR user supplies UNIX time, if data goes back asds specified, the transmission wilglefrom
that moment (approximately).

b) Sgment equests
provide actual data genents to the clients. gxpm(1) must be configured tovig the URLs
referencing gxws. The format of the URLs is as belo

http:/{addr}:{port}/his-fra/${channel-path}/{anyname}.ts

WHERE:
hls—fra is the identifying tag/kyword for the request type;
channel-path is a directory path, reledi to hls.data_got (see CONFIGURAION section);
anyname is the file name (w/o the .tg¢ension), which could be of griormat compatible with
filename guidelines for the OS.

Example: http://acme.tv:5046/hls-fral@/2017-07-03/60706956.ts

Please note that the particular structure of tm@noel-path is hedly dependent on the settings in the
channel specification for vsm(1) and the settings for the gxpm(1) module.
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On receipt of a ggnent equest, gxws parsesalidates it (assuring, for instance, that the referenced file
exists) and relays the request to one of the attached gxng instances, using the same load—balancing method
it would use for ay other type of requests. gxng transmits the contents of the file to the client using the
original connection (passed to it by gxws).

NOTE also that a channel could be set up to dgelisgments via a thd—party web serer. In that case, no
requests for gaments arkie at gxws on behalf of that channel.

HTTP URL r e—direction
A client could be re—directed to an alternate source if the requested channel happens vailad|arat
the time. gxws wuld reply with HTTP 302 (Mweed Temporarily) in the hope that the client sadte rec-
ognizes the code andowld follow the re—direction link. gxws performs a basic comparison check to
ensure that therg'no re—direction loop, yet the responsibility (re—direction loop detection geptien)
lies on the client side.

HTTP HEAD support
HTTP HEAD requests can be used to check for charvadhaility. gxws treats HTTP HEAD in the same
manner as it wuld treat a GETwith the eception that it wuld not send back grchannel data; neither
would it forward ary information to a gxng. Re—direction, wever, is still performed as appropriate.

ADMIN REQ UESTS
gxws(1) listens on dedicated TCP ports for adminisgatquests. The request types are aswbelo

TPS reports
TPS (trafic, tps) - throughput statistics on aetichannels and clients. The request format is asvbelo

http:/{addr}:{port}/report?type={type}&format={format}&cabed={0|1}

WHERE:
{type} ::=traffic|tps
{format} ::= html|web|xml
The output formats are:

HTML (html, web) - output as an HTML/web page.
XML (xml) - output as an XML page.

The defult format is html. Note: throughput statistics should be enabled in appropriate config settings.
Example: http://acme.tv:4047/report?type=tps

Report caching
gxws(1) may cache a report for a certain time period, defined aspedg.cache_timeout_ms in the con-
figuration. The request may requestahdation of the cache by using ¢texl=0 parameter in the URL.
NB: this is to be used when getting the most actual data is critical. In all other cases, using cached reports
would be a wiser choice,wag CPU resources when mareport requests come in close proximity

Example: http://acme.tv:4047/report?type=tps&format=xml&cached=1

Drop channel/client
is to drop/disconnect a channel or a client: http:/{addr}:{porgfthannel={chan-
nel_tag}&client={client_tag}
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WHERE:
{channel_tag} is the name tag for the channel;
{client_tag} is the name tag for the client (within the channel).

NB: if client parameter is missing, then channel={channel_tag} with all its clients will be disconnected.

Both channel and client must be specified exactly as TPS reports display theimst&nce, for a multicast

channel tagged as UDP://224.0.12.15:7010 (please do mind that URI parameters, such as authorization cre-
dentials etc., are not included) and a client tagged as TCP://192.168.10.15:50905, with gxws listening for
admin equests on 127.0.0.1:4047, the request:

http://127.0.0.1:4047/dp?dannel=UDP://224.0.2.15:7010&client=TCP://192.168.10.15:50905 will
drop (disconnect) only the client, lgang the channel up and running, whereas

http://127.0.0.1:4047/dip?dannel=UDP://224.0.2.15:7010 @uld drop (disconnect) all clients within the
channel and cancel/disconnect the chasneBound data stream.

gxws, upon receing a drop’ request, looks up théannel record (bt not the client), locates the appropri-

ate gxng and relays the request to it. It is not the responsibility of gxws to fulfill the request (since gxng

handles it from there), so gxwswld report success (HTTP 200 OK) as soon as the request is sent to gxng.
If the client in the request isvialid, the error will only be disa@red by gxng which sends no feedback to

the requess origin. Should the request be successfully fulfilled by gxng, it will report client/channel drops

to gxws, resulting in appropriate entries added to the access log (see CONFIBORAor more info on

gxws logs).

Ping/status
is to ping or get status: http://{addr}:{port}/ping or http://{addr}:{port}/status; statusyword is supported
to comply with the udpxy status command, which isTNEéyuialent to ping. Neertheless, udpxy users
used to issue a status request to check if the servaewp. Br GigA+ one should use ping. gxws returns
HTTP 200 wheneer it receves either of the tawcommands.

Disconnect all (leset)
disconnects all clients and channels: http://{addr}:{poed&t — this will hae gxws send SIGUSR2 to all
attached gxng instances. SIGUSR2 directs a gxng to drop all its channels and clients.

AUTHORIZA TION
GigA+ utilizes authorization helpar — user—supplied components — communicating with gxws(1) via
STDIN and STDOUT. With authorization enabled (via config), each user request results in an authoriza-
tion request sent to awant auth helper. An illustratt example of a helper is prodvided at (for FreeBSD
use /usr/local prefix):

/usr/share/gigaplus/scripts/gauth.sh
An authorization request is atestring terminated by CR/LF.

Example:
A3404 104.12.33.67:12301 udp://224.0.2.12:5011?auth=ef031204ba0c -

Since gxws does not ke ary guarantee that a helpemould not block on a request, it times out auth
requests (please see CONFIGURKON section for particular settings). If a request times out on an autho-
rization task, the respeet auth helper gets kill(2) —ed.
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Do male sure your time—out settings for user requests are well-balancedwoaatiple time for auth
requests to complete gracefulAso, ensure that enough auth helpers are running to distribquests to.
ogxws(1) issues arnings about a slo auth helper when it detects one (at a time—out), a sequence of such
warnings vould indicate a mis—comfiguration issue.

For further details on authorization protocols and othewaeleinformation, please refer to gxws.auth(5)
page.

CONFIGURATION
gxws(1) reads configuration from a file, either gxws.conf oagligs.conf, by defult. After reading and
validating the config it applies whaer changes come from the command-line.

Once all the parameters are read by gxws, the module operates withahmsewtil the configuration is
re—loaded in response to SIGHUP.

All gxws(1) settings bgin with the ws. prefix, as in ws.section.par. Therefore, what'referenced belo
as, for instance aa.bb, should be ws.aa.bb in the config file. A configuration file could contain non-ws set-
tings too; gxws will ignore those.

The configuration settings arevgn belav. The de&ult value for a setting is gén in square braeks as
[default]. Parameters without dafilt values are mandatory.

ng.*
is the section defining communications between gxws(1) and gxng(1)

ng.socket_path = path [har/run/gpx-ngcomm.soclet]
is the domain soek path for communications between gxws and the attachedggxng’

ng.force_shutdavn = true | false [true]
If true, gxws will attempt to shut den (kill -SIGTERM) all attached ng’on shutdan.

ng.pick_method = method [ound-robin]
gxng selection method, using one of the fellgy criteria: ound-robin - next engine from the (circular)
list; min-channels - engine with the minimum channels; min-clients - engine with the minimum clients.

ng.accept_min_attached = num [1]
The number of NGs that should be attached to this gxws before it can accept user requests.

split_channels = true | false [false]
When set to true, gxws chooses a gxng feerg nev client before aything else, using ngick_method.
This allavs to load-balance a single channel to multiple gxng-s/cores. Taeltdeiethod (with this setting
off) matches one channel to a particular gxng: all clients for that channel get handled by the initially-
assigned gxng.

log.*
Below are the settings pertaining tofdient modules within gxws(1). Settingnbosity for one of those
allows to \ariate debig log detailization for specific modules within the program. Netyemodule though
has a specific \el attributed to it; most deiult to the non-specific commonel.

The follov settings are for the application (d) log. Application log capturesakious actions as tiie
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happen without anspecific focus.

log.level_default = err| crit| warn| norm| info| delug [info]
Defines the beel of verbosity for the log across all modules.

log.file = path
Full path to debg log.

log.max_size_mb = num [16]
Maximum file size (in Mb, i.e. 1048576-byte chunks). Log is rotated when this sizeesded. gxws will
force—rotate its current log in response to SIGUSR1.

log.max_files = num [16]
Maximum number of files to rotate to. Thexheotation after this limit remaes the oldest rotated log.

log.time_format = local| gmt| raw| raw_mono| no_time| [local]
Sets format to display timestamps for log entries. local will log local-timezone specific time in ¥YYY
MM-DD HH24:MI TZ format. gmt will log GMT time in the same human-readable format as loeal; r
logs high-resolution time as the number of seconds.nanoseconds since the Epoch (1970-01-01 00:00:00
UTC); raw—mono logs system-specific monotonic time (used for timespan measurement, not correlated to
clock time). no_time logs no time at all.

log.show_pid = true|false [true]
Display PID as a log entry field.

log.enable_syslog = true|false [true]
Write errors, varnings and critical messages to syslog(2).

log.eod_mtate = truelfalse [false]
Rotate log at the end of the day (each day). This means thatlagveould be startedvery nev day

access_log
The follonving settings are for gxws access log, serving a specific purpose of capturing channel and client
session statistics. Access log is updateghetime a ne data stream is opened or closed. The entry types
are:

OPEN_CHANNEL channel_addess
gxws opens a connection to thevgn channel. Data startsilimg from the channel (specified bhan-
nel_addess) into internal storage and on to channel subscribers.

CLOSE_CHANNEL channel_addess num_user
gxws closes a connection to thesgn channel (specified byr@nnel_addess). num_ussrwere subscribed
to the channel at the point of closure.

OPEN_CLIENT client_address biannel_addess
A client at client_add¥ss successfully subscribes to channel linoel_addess. This is prior to the
moment when the first chunk of data gets sent to the client (by designated gxng).
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CLOSE_CLIENT client_address bannel_addess num_ussruptime nbytes npkts
Client session ends; summary statisticarshg: number of subscribers num_usésft for the gven chan-
nel; session uptime siwo as seconds.nanoseconds; total bytes (nbytes) transferred; totaktgiabkinks
(npkts) transferred.

NG_ATTACH/DETACH/QUIT pid index fd
New gxng(1) attached/detached/quit to/from gxws(1). v@hare: gxng pid, internal indeand connection
fd. NG_QUIT means that gxng may e sent no CLOSE_xx messages prior toxis e

AUTH_START/EXIT pid
Authorization helper starteddéed. Shavn is the helpes pid.

access_lodile = path
Full path to access log.

access_lognax_size_mb = num [16]
Maximum file size (in Mb, i.e. 1048576-byte chunks). Access log is rotated when this sizecdezl.

access_lognax_files = num [16]
Maximum number of files to rotate to. Thexheotation after this limit remaes the oldest rotated access
log.

access_logime_format = local| gmt| raw| raw_mono| no_time| [local]
Sets format to display timestamps for log entries. Sgérfee_format for details.

access_loghav_pid = truelfalse [true]
Display PID as a log entry field.

channel_gmoups = path []
Full path to aliased channel—-group configuration file ()alf empty no channel groups will be defined.
See details on aliased channel groups in channels.conf(5)

channel_goup_refresh = um [0]
Check e@ery N seconds if channel-group config file changed, re-load and applgimennel-group settings
if it did.

listener.*
The follonving are the settings equally applying to [up to 16] listeners of theytpes of requests (admin
and user) handled by the application. See gigaplus—commented.conf fearaple of multiple-listener
config.

listener.*.alias = unique-alias [{ifc}:{port}]
Unique human-readable identifier for theagi listener Populated by dafilt by interhce name and port
(see belw) separated by colonoFifc=ethO and port=3030, the alias, unless specified otherwisdd Wwe
set to eth0:3030.

listener.*.ifc = interface [any]
Name or the address of the netwinterface for the listener of requests. aall signifies the 'anoymous’
interface with the address of 0, which means that the first eligibleorietnterface will be piclked by your
OsS.
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listener.*.port = number
Port number for the listener

listener.*.default_af = inet | inet6 [inet]
is the addressafmily to be used when an intace cannot be uniquely liall to a &mily. For instance, an
interface could hee both IPv4 and IPv6 addresses associated with it.

listener.*.is_safe = truelfalse [false]
Perform no authorization checks on user requests from this listenar &i)o

pidfile.dir ectory = dirname [/ar/run/gigaplus]
Directory for the pidfile (must be writable by run_as_user).

pidfile.name = filename [gxws—{user_port}.pid]
Name (w/o directory part of the path) of the pidfile, theadifvalue uses the user-request listener port
number

idle_clk_ms = milliseconds [-1]
Time (ms) to vait before doing anidle-time tasks, —1 = no limit. This sets the resolution (or granularity)
for the timeouts or another tasks done in idle time. The adt value will have it perform idle tasks only
when an actualMent (connection, signal, etc.) interrupts thetioop.

max_soclets_to_accept = num [127]
Max number of soakts to accept in onevent. When an incoming connection breaks theneloop, the
module will try to accept(2) up to this limit of mesoclets.

multicast_ifc = name [any]
Default interfice to use for sourcing multicast data.

rcv_low_watermark = num [16]
Do not trigger a so&k READ &ent unless at least num bytevé®een receed.

run_as_user = username []
Run as this user when running as a daemon (if erdptgiot switch).

run_as_uid = uid [-1]
Run as the gen user (uid) when running as a daemon (if -1, do not switch). If gid is not specified, then
gid = uid. uid > 0 will @erride run_as_user.

run_as_gid = gid [-1]
Run in the gren group (gid) when running as a daemon (if -1, gid = uid).

tcp_no_delay = true | false [true]
Set TCP_NODELX option for each accepted s@tk

use_http10_get = true | false [false]
Use HTTP/1.0 in channel (GET) requests for data. This is to prohibit ther 4eruse chunkd transfer
encoding in response. nginx, often used as a proxy,l&ger chungd encoding enabled by deft and
may send video stream wrapped as HTTP chunts.nBw, gigaplus does N@ support parsing HTTP
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chunks in video streams.

user_ping = true | false [false]
Allow ’'ping’ or 'status’ requests on user—request listeners. NB: this featurevisl@dosolely to maintain
compatibility with udpxy which has no dedicated admin listeners. User—side pings are disablecbly, def
DO NOT ENABLE unless absolutely necessailis considered a safer practice to use admin listeners for
all admin requests.

legacy_multicast_api = true | false [false]
Use older @&mily-specific) APl to manage multicast subscriptions.

non_daemon = true | false [false]
If started as root, become a daemon if true.

enforce_coe_dumps = true | false [false]
When set to true, the procesvakes the necessary syscalls to m#kelf coe-dumpable and set core limit
to unlimited. The defult value of false leges it to the shell datilts. NB: Under certain Linuxarsions,
UID—-changing daemons become non-core—dumpable (see/dys/fs/suid_dumpable and ptl(2) for
details).

quiet = true | false [false]
No output to stdout/stderr if true.

process_limits.*
This section allews to impose limits on the running process via setrlimit(2) syscall. Memory limits are
specified as strings containing numerals and an optional denomindbor swth as Kb, Mb or Gb. The
number can ha a fraction, so "1.5Kb"valuates to 1024 + 512 = 1536 - thedue to be submitted as a
limit. "0" value or omission of a limit parametervea current (system-imposed) limit unchanged.

process_limits.rss = {N}{suffix} ['0"]
Resident memory cap: a process canroeed this amount in resident memamnemory allocation call(s)
should &il. NB: This limit cannot be enforced under Linux, where ibuld be replaced by RLIMIT_AS
(virtual memory cap). If both RSS and VMEM are to be limited under Linux, the smaliex & used with
RLIMIT_AS. Under FreeBSD, RSS limit is fully supported.

process_limits.vmem = {N}{suffix} ['0"]
Virtual memory cap = RLIMIT_AS. Used in place of RSS cap under Linux. Both Linux and FreeBSD fully
support it.

http_read_timeout_ms = milliseconds [200]
Timeout (in milliseconds) to read an HTTP—-message portion.

user_request_timeout_ms = milliseconds [500]
Timeout (in milliseconds) for a user request to be processed.

admin_request_timeout_ms = milliseconds [300]
Timeout (in milliseconds) for an admin request to be processed.
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module_request_timeout_ms = milliseconds [100]
Timeout (in milliseconds) for a module request to be processed. Module requests are those that go between
gxws and gxng.

http_data_content_type = type_specifier [application/octet-gtam]
HTTP Content-¥pe for data payload.

channel_sample_timeout_ms = milliseconds [-1]
Pre-sample each wechannel trying to read from it with thevgn timeout; unless -1 == timeout, then do
NOT pre-sample channels. NB: channels will be pre-sampled by gxws, which will therefore wait and suf-
fer the associated latgnpenalty

USE WITH DISCRETION.

tput_stats.*
The following section specifies the parameters needed for engines to report traffigtput statistics,
gueried usingeport admin request. See gigaplus(1) for details on reports and admin request particulars.

tput_stats.enabled = true | false [true]
Do not pravide channel/client statistics unless true. Please note that engines will use additiongt@BU c
to gather and calculate refent statistics.

tput_stats.channel_path = posix_shmem_path [/gxy-cha.shm]
POSIX shared memory path for channel statistics (<= 32 characters).

tput_stats.client_path = posix_shmem_path [/gxy-cli.shm]
POSIX shared memory path for client statistics (<= 32 characters).

tput_stats.max_channel_ecords = num [250]
Max number of records (across all engines) in channel statistics. This should be no less than the maximum
number of channels to be handled at once.

tput_stats.max_client_ecords = num [1000]
Max number of records (across all engines) in client statistics storage. This should be no less than the maxi-
mum number of clients to be handled at once by all engines.

tput_stats.max_speed_delta = num [8]
Max difference (in Kb) between channel and client speeds. Speed delta is visible in TPS reports and will be
highlighted if delta getsxeeeded.

report.*
The following section specifies the parameters needed to support generatioioo$ veports.

report.default.type = name [traffic]
Default report type to use (with a URL not specifying one).

report.default.format = name [html]
Default report format to use (with a URL not specifying one).
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report.memory.min = bytes [524288]
Initial memory for the spooludifer (to contain full report te prior to the output).

report.memory.max = bytes [16777216]
Maximum memory for the spoolffer (to contain full report t& prior to the output).

report.max_send_attempts = num [16]
Max number of transfer/send/output attempts te ibkannot output all at once.

report.cache_timeout_ms = num [500]
Reports will be cached and sedvto subsequent requests within this timespan (ms), drdd€hed at all if
the alue <= 0 (a fresh report will be generated for each request).

report.backup_file = filepath []
File to sae each report into y@rwriting the preious one). If emptydo NOT save.

sync.regular_timeout_ms = ms [500]
After a GNG attaches, synchronize (reteechannel/client stats from TPS cache in N ms after the attach.
Enabled only if TPS (tput_stats.enabled is true).

sync.orced_timeout_ms = ms [10000]
If at least one GNG is attached, synchronize (negjichannel/client stats from TPS caclverg N ms.
Enabled only if TPS (tput_stats.enabled is true).

redirect.err_channel = bannel_URL []
Redirect client (via HTTP 302) totannel_addess if requested channel is wadable (for ag reason
other than an error in an internal component ofgiigs). Channel URL must be a full HTTP URL that
will be returned to client via HTTP 302 response.

redirect.no_access =hannel_URL []
Redirect client (via HTTP 302) tolmnnel_addess if access to the requested channel has been denied (by
an authorization helper). Channel URL must be a full HTTP URL that will be returned to client via HTTP
302 response.

psensors.*
Performance sensors alldo measure resource utilization between specific points within the applica-
tion, using the metrics pvided by utime(2) utime(2) call at each end of the senédirsensor data will be
printed out at the applicatiorxiein the format similar to the output of time(1) utility

Performance sensors are augding/profiling cility and incur additional load on the system.
USE WITH DISCRETION.

Defined sensors:
app = application runtime;\e loop = esent processing (alivents); @ read = reading/processing inbound
data; & write = writing/processing outbound datay esrr = processing errorv@nts; & _pp = post—pro-
cessing wents; ws_useaf = processing user requests; ws_adme processing administrag requests
(reports, etc.).
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psensors.enable_all = truelfalse [false]
Enables all sensors if true, disables all otherwise. This is to initialize the set of enabled-sensor flags to
either all ones (if enabled) or all zeros. This setting is to be used in combination with psensors.except.

psensors.except = sensor_list []
Enables sensors in the list if psensors.enable_all is true, or disables those sensors if falseayThis w
enable_all is used to initialize the set of sensors whileept narras it davn by enabling/disabling its spe-
cific elements.

EXAMPLE A:

psensors.enable_all = true; # Enable all sensors.

psensorsxxept = ['&_read", "&@_write"]; # Disable those listed herein.

Enables all sensorseept & read and e_write.

EXAMPLE B:

psensors.enable_all al§e; # Disable all sensors.

psensorsxxept = ['&_read", "&@_write"]; # Enable those listed herein.

Enables e read and e_write sensors, all others are disabled.

auth.*
Authorization helpers are usdefined applications (plug—ins) used by gxws to screen user requests, based
on request-specific data, such as user address, request URI, etc. gxws starts weraldnedpers and
communicates with them via pipes connected to helpers’ STDIN and STDOUT streams. Example helper
scripts (alp-auth.sh, b2p-auth.sh) forotwupported protocols are pided in /usr/shag/gigaplus/scrpts
under Linux (/usr/local/sha&.. under FreeBSD).

auth.enabled = true|false [false]
Enable helpers unlesal$e.

auth.helper_protocol = "A1P"|"B2P" ['A1P"]
Defines the communication protocol between gxws and auth IselpaP is the older/simpler protocol,
please see details in gxauth(5)

auth.b_fields = fields ["USDP"]
This B2P-specific setting defines the fields (and their order) to be sent to auth hétpeesaluation.
"USDP" stands for URL, Saze, Destination andé®r - they will be sent to helpers in that ordé&uwll list of
protocol-supported fields can be found in gxauth(5)

auth.exec = ®ec_path_with_pams []
Specify full path to the helpexecutable with all command-line parameters. This constitutes a complete
absolute—path to the helper binary with all required command-line options and parameters. NB: all helpers
will be launched under user/group specified in run_as* settings.

auth.min_helpers = count [1]
Number of helpers to start with anavalys leep running.
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auth.max_helpers = count [1]
Maximum number of helpers to run.

auth.deny_no_auth = true|false [false]
Dery access to URIl/resource if authorization cannot be performed (due to an internal errar)byllo
default so that authorization framverk failure would not result in denial of service.

auth.no_spawn_tmout = ms [5000]
Maximum time (ms) to disall® launching helpers after suspected cascading crashes. When a helper
crashes shortly after being launched, gxws disables further helper launches for the configured time period.

auth.aux_params = list_of paams []
Additional A1P-specific parameters passed to auth helpers. Vdiahle parameters are:

listener-alias = alias for the originating listener

auth.can_rewrite_endpoints = true|false [false]
Instructs gxws using B2P jmtocol to be ready to re-write Saze or Destination endpoints if specified in
auth helper response message.

auth.allow_custom_urls = true|false [false]
Instructs gxws using B2P tocol to allov URLs that do not follew the two gigaplus-oriented patterns
(udp/addess:port or st/s_url/dst/d_url). This setting should be true if auth hekparere to match custom
URLSs to custom Souae/Destination.

auth.cache.*
Negative authentication responses can be cached by gx Thigsdlbo much &ster response when helpers’
time is at the premium and may better chances in case of a DOS attack. The eddii® method is
LRU (least recently used) and each entry (source URL) has a time-out.

auth.cache.enabled = true|false [false]
Enable response cache if set to true.

auth.cache.max_ecords = num [5000]
Set the maximum number of items in cache. If the number goes hagtnaritems will be LR)—evicted.

auth.cache.expiry_sec = num [300]
Set the lifespan of a cache item, in seconds.

his.*
section is responsible for HLS—specific parameters.

his.enabled = truelfalse [false]
allows HLS streaming requests, if set to true. Otherwise, further parameters in this section are ignored.

his.data_root = path []
absolute path to the root directory fogseent data files. gxws(1) uses this path in conjunction with the
channel-path in the ggment (i.e. his—fra) requests to compile full path to the requestpuea file. Br
instance, if the request is

http://acme.tv:5046/hls-fratd3/2017-07-03/60706956.ts then, with hls.datotr= /opt/data, the full path
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to 60706956.ts wuld be: /opt/datatd3/2017-07-03/60706956.ts. gxws uses the path to check whether the
file is accessible.

his.request_timeout_ms = num [1000]
maximum time for gxws to process an HLS request. If I/O for such a requeseds the limit, the request
is terminated.

HLS requests may need afdient timeout since their control Wiodiffers. The dedult value is assumed to
be suficient, lut may be adjusted according to the actual pattern. If set to 0, the timeout for HLS does not
differ from the one for linear—streaming requests (user_request_timeout_ms).

hls.m3u8_tmout_sec = num [30]
time (in seconds), gxwseleps a cachedannel ecod for an HLS playlist (M3U8) request. When a client
requests a LIVE playlist, it usually means that the request is to be repeated when allspitytisthae
been played back.of that purpose gxws caches the record created for the initial request for num seconds,
after that the record gets deleted. (See hls.gprketspdf playlists normally last longer/shorted than the
default time, you might consider altering thalwe.

his.fast_urg_len = N-bytes [0]
number of bytes in a user request after which gxws should attempt to process tredirdata, een if the
request is incomplete.

Some HLS clients (vic one of them) send HLS M3US8 requests in little data portions making significant
pauses in between (beats meywthey do it, lut the fict remains). Often the most significant part, contain-
ing the requested URL, is reeed first, with other (less important) headers to falls gxws is to wait for

the full request (i.e. till CRLERLF), it would often tak too long, while the needed part is there from the
very baginning. This setting lets the logic push its luck and try to process the data as soon a8 e ha
bytes. With vic, in my eperience, this noticeablypedites the processelY USE AT YOUR OWN RISK.

hls.gpm_soclet = path []
full path to the user-request sethistener of gxpm(1)

Example: hls.gpm_soek = "/tmp/gpm-Ysock"

NOTE: gxws(1) requests a playlist from gxpm(Ilyesy time a n& HLS dhannel is created. It the stores

the path to the playlist in the channel record and services further requests for the same playlist from the
given file (which it &pects gxpm to update). gxws also updates a specid five (see lid.* section in

gxpm config) for gxpm to knav that the playlist is being used.

his.snooze_http11 = true|false [false]
permits to $nooze’ an HLS—client connection after a successful request, instead of terminating.

If true, HTTP/1.1 keep—alve connections are not closed on genend; gxws wits (for N ms) for another
request to arve or the connection to be terminated by the.peer

hls.conn_reuse_sec = N-sec [20]
number of seconds gxws(1)pwuid wait for a snoozed’ HTTP/1.1 (idle) connection to be re-used (i.e. for a
new request on the soeR.

his.force_close = true|false [false]
close all HTTP/1.1 connections at the end of a (user) requegtialess of thedep-alive HTTP setting.
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his.playlists = list-of-mappings
maps a name of a playlist, without a®af.m3u or .m3u8) to a specificfeét into the past. Note: the same
effect is reached by specifying agagive utime parameter to an HLS—playlist request.

Every items of the list haxactly two parameters:

pl_alias = alias; it can be just a playlist file name (w/digif, as specified in the URL,
OR dannel:playlist, which is the name of the channel plus the name of the playlist, separated by
colon. In the first case, the mapping applies to all @adyechannel there is; in the second case -
only to the channel specified.

utime = seconds; if positive is the eithexaect UNIX time where the g&n stream should start OR,
if negative, the dket into the past, all in seconds.

Example:
playlists = (
{ pl_alias = "g200"; utime = -200; },
{ pl_alias = "cable1:c250"; utime = -250; }
)i

Above are defined tav aliases. The first one, g200, applies to all channels. Téysan HTTP request
http://acmetv:4146/hls-m3u/cinemax/g200.m3u®wld get interpreted by gxws as demanding cinemax
channel stream from the point of 200 seconds back. The sameaui@ apply to ay other channel, if
only the playlist name is g200.m3us8.

The second one defines arfiset of 250 secondsubonly for cablel channel.df all other channels, no
mapping vould be done and the most recent datald be returned.

AUTHORS
Pavel V. Cherenkv

SEE ALSO
gigaplus(1),gxng(1),gxpm(1),vsm(1),gxws.auth(5)
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NAME
channels.conf — Gigpxy channel—-group configuration file.

DESCRIPTION
gws(1) uses channel—-group configuration to define channel sources that could be referenced not by absolute
address bt via an alias. An alias is a name prepended by a dollar-sign chagwesgras it processes a
URL, recognizes an alias and translates it to an absolute—address URL to be used as a source.

An alias creates a name—-to—URL mapping for user requests.

An example channel—-group configuration is yided with the installation at /usr/steldoc/gigapxy under
Linux or /usr/local/shag/doc/gigapxy under BSD. channels is the toelesection, under which channel
groups are listed/defined. The parameters used in configuring a single channel group arevas belo

alias
This is the name to be used in URLs with the dollar-sign prefix. The name/alias will be translated into one
of the URLs from the set defined for theeagi group.

urls
The URL to resole the alias to. A URL may contain an aliag bnly to be resokd remotely (by the
gigapxy daisy—chained to the current one). In the future, more than one URL (with a load-balancing
option) may be supported for this setting.
Example
Below is an gample of a channel configuration (supplied as a file in the package):
channels = (
{ alias ="TV5"; urls = ["file:///opt/prog/tv5/channel-den.ts"]; },
{ alias ="NightLife"; urls = ['udp://10.0.24.16:5054"]; }
);
AUTHORS
Pavel V. Cherenkv
SEE ALSO

oxws(1)
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NAME
gxws.auth — GigA+ authentication manual.

DESCRIPTION
gxws emplgs helpes — custom scripts — to authenticate and authorize incoming user requestapplix
cation reading from STDIN and responding via STDOUT could sexg a helper as long asspeaks’ one
of the two communication protocols: A1P or B2P. This page is dedicatedvinggthe insight into auth
helpes, emplged protocols and associated capabilities.

Common features:
Both protocols hee things in common. Firstlyhey are tetual and line-oriented: a message isx $tring
ending with CRLF ASCII sequence (single LF symbol under Linux and FreeBSD). gxws writes mes-
sages/lines to helpgria unnamed pipes connecting to the helpers’ STDIN.

Messagexample: B10 P 134.12.12.50:5050

Messages contain fields, separated by whitespace. An empty (bddud)isv alvays specified as — (dash).
Some fields are common for both protocols, the first fieldrays the same: Session ID.

Session-ID = A|B{1 .. 2147483647} [examples: A100, A1, B150433]
Identifies the request. The first symbol istpcol_id: A for A1P and 'B’ for B2P. The rest of the field is
session_number - non-zero 32-bit unsigned decimaldete session ID in the incoming message should
match the one in the response.

Result-Code = {0 .. 2147483647} [examples: 0, 1, 111]
32-bit unsigned decimal irger, specifies the result of thevaduation. Only O (zev) code is treated as
APPROVE response, all others currently signify authorizatiaiiure.

A1P request:
A1P uses pre-defined sequence of mandatory and optional fields in each request/response message.

The request fields are: Session-lEePSouce Destination [Listener] (the last field is optional and is added
only if ws.auth.aux_params alue contains listenealias).

A1P requestxample: A102 10.0.1.15:30403 udp://224.0.2.25:303M1b

Peer = address:port
Address/port of the client (that sent the original request to gxws)

Source = channel URL
URL of the requested channel, as specified either in udpcasestion of the request URL.

Destination = client URL
URL for the destination. & most requests, destination is the stdonnection that started the request (i.e.
peer), empty &lue (dash) is used to specify it.

Listener = alias
Alias of the listener that accepted the request. Do mind that when using this option, alias must be specified
for each listener in gxws.conf.
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A1P response:
A1P responsexample: A102 0

B2P protocol
B2P is an gtension of A1P protocol that mainly addresses the inflexibility of A1Re¢finumber of fields
come in and come out). The core features thatedtmvards creating a meprotocol were: a) custom URLS
and b) endpoint (source/destinatioajwrite capability. B2P accommodates both of these features and pro-
vides future gpansion of functionalityB2P adds one mandatory field to Session-ID, theld~Mask.

Field-Mask = [a-z][A-Z]{16} [example: USDP]
Specifies the fields (up to 16) that will follqin the order the will appear). A single symbol is designated
to each of the recognized fields, the mask is,fecgfa sequence of field identifiers.

Field identifiers:
U = Request-URL - the B2P field that holds URL for the HTTP request, thg iwwas in the header
Example: /udp/224.0.4.56:4504

S = Source

D = Destination

P = Peer
A = UserAgent
L = Listener

r = Result-Code

Field-Mask 'USDP’ means that the message, besides the mandatbdiiglti, must hae four fields of the
corresponding types. gxws.conf pides ws.auth.b_fields setting to specify what information gxws will
send to auth helpers withrexy B2P message.

B2P request:
Example B2P request: B102 UPL /udp/224.0.2.26:5034?auth=0x93fb0ad 10.0.3.14:40887 b

Some fields (r) dort’'make much sense in the request and will be rejected by gxws if specified.

B2P response:
It's up to the helper implementation what set of fieldsld be returned,ut at least one field should be.
Absense of Result-Code is assumed as ARRFE as long as other fields are present in the respong. W
all the fleibility, only certain fields will be accepted in by gxws in the response message.

Response-appoved fields:
S = source will be re-written to the returnedlue

D = destination will be re-written to the returnedlue
r = APPROVE if 0, DENY otherwise.

A typical B2P denial responseauld be: B102 r 111 (Don’you worry about 111, annon-zero number
would do).

Custom URLs and souce re-write
B2P (and appropriate settings in ws.auth config sectionywalloompletely opaque URLs to be werted
to gigapxy-compliant source/destination pairs. Request-URL field matched to hgfeeific endpoints
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allows to reply with the appropriate Saér (and Destination is needed) and let gxws wnahat the end-
points are.

Here's an @ample scenario:

GET /dc03d03332f09a is the original HTTP request as read by gxws.

The auth config specifies:
auth: {

enabled = true;
helper_protocol = "B2P";
b_fields = "USP";
exec = "/usr/local/bin/b2p-auth.shaflog/gigapxy/auth.log";
dery_no_auth = true;
can_ravrite_endpoints = true;
allow_custom_urls = true;

h

allow_custom_urls lets gxws ignore that the URL could not be parsed intamiy endpoints, so both
Souce and Destination remain empty after request has been parsed.

gxws sends a B2P request: B1 USP /dc03d03332f09a - 10.0.14.26:40987

Please note that Saze is empty in the request and could be omitted if wewkiitds never needed by the
helper The helper translates the data (usingws togic) into the follaving response:

B1 S udp://226.0.3.14:6060

gxws reads the response and assumes the request iSOMEER(no r field but another field present). It
then tales udp://226.0.3.14:6060 as the source endpoint, directing to read fromwée giulticast chan-
nel.

Where do | begin?
Having decided which features yauheed and thus which protocol to select, enakcoy of the corre-
sponding gample helper in /usr/shar/gigapxy/scpts under Linux (/usr/local/shae/.. under FreeBSD).
If you understand the logicubdislike /bin/sh, use gnother language. Once your helper (kind ofrks,
male a tat file (requests.txt) with sample requests (the kind ¢v& most likely processing) and run:

cat requests.txt | auth-helper /ar/log/helper.log

The output will be the response messages. If somethig does not quitethre log (where qur script
writes) should help.

AUTHORS
Pavel V. Cherenkv

SEE ALSO
gigaplus(1),gxws(1),gxng(1)
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NAME
gxng — GigA+ streaming engine daemon.

SYNOPSIS
gxng [-h?TvVq] OPTIONS

DESCRIPTION
gxng is the GigA+ engine module performing 1/0O on behalf of data requests submitted to gxws. The format
of gxws requests is described in the gxws(1) manpage.

gxng attades to the specified gxws upon start-up; up to 64 engines may attach to a single gxws (the limit
is artificial). The controlling gxws relays (pre—processed) data requests to the attached engixesufor e
tion.

gxng tales its parameters from a configtion file, which is either gxconf or gigaplus.conf by alelt and

can contain sections foramr all GigA+ modules. gxng will look for the dafilt configuration in a) cur
rent directory; b) /etc; c) /usr/local/etc. abh to a specific configuration file could bevegi at com-
mand-line (see OPTIONS). Configuration options for gxng are described in detail in the CONFIGURA-
TION section of this page.

gxng re-reads its configuration in response to SIGHg¥hg will force-rotate its log in response to
SIGUSR1.

OPTIONS
gxng accepts the folleing options:

-h, ——help, —?, ——options
output brief option guide. This is Nlthe behaior when run without parameters.

—-C, ——config path
specify configuration file.

-1, ——logfile path
specify log file.

—-p, ——pidfile path
specify pid file.

—w, ——gxws path
specify path to the controlling gxws (domain seik

=T, ——term
run as a terminal (non-daemon) application. This is thauttebeh&ior when gxws is run by a
non-prvileged user—T could be specified when run as root in ordelTN@become a daemon,
for instance, for dailmging purposes.

-V, ——verbose

set the lgel of verbosity in the output. This option could be repeated to get to the desieéd le
which is 0, unless the option is used at least onceell0ewill reduce output to theewy essential
log entries of NRM (normal) priority; leel 1 will set \erbosity to output to INF (ird): suitable
for monitoring lut not deligging; level 2 will enable DBG (debg) level for most (It not all)
application modules (please mind thatfdbis NOT at delug at level 2); level 3 will set DBG
(debug) for additional modules, includingubd; level 4 will set all modules to delg. This switch
has a rather infleble nature, for more precise setting of logells please use config settings
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alone.
-V, ——version

output applicatiors version and quit.
—g,——quiet

send no output to terminal. This is to supressarnput normally sent to standard output or error
streams. Unless specified, when run from a nomitgged account, gxng will miror diagnostic
messages sent to the log (as specified with the I option) to standard output.

—-P,——cpu
Set CPU dfnity for the main process. This option aile to restrict the main gxng process to the
given CPU/core (numbered from 0 to N-1).

-K, ——syskey
generate systenek (to use in licensing) anckig.

CONFIGURATION
oxng(1l) reads configuration from either gxng.conf oraglgs.conf (in current directqary/etc or
/usr/local/etc), unless —C optionas used. After reading andilidating the config it applies what
changes come from the command-line.

Once all the parameters are read by gxng, the daemon operates withatlneseutil the configuration is
re—loaded in response to SIGHUP.

All gxng(1) settings bgin with the ng prefix, as in section.pam. Therefore, what'referenced belo as,
for instance aa.bb, should be.ag.bb in the config file. A configuration file could contain non—ng settings
too; gxng will ignore those.

The configuration settings arevgn belav. The delult value for a setting is gén in square braeks as
[default]. Parameters without dafilt values are mandatory.

ng_soclet_path = path [Aar/run/gpx-ngcomm.soclet]
is the domain soehk path for communications between gxws and the attachedggxng’

log.level_default = err| crit| warn| norm| info| delug [info]
Defines the beel of verbosity for the log.

log.file = path
Full path to log.

log.max_size_mb = num [16]
Maximum file size (in Mb, i.e. 1048576—-byte chunks). Log is rotated when this sizeemsded. gxng will
force—rotate its current log in response to SIGUSR1.

log.max_files = num [16]
Maximum number of files to rotate to. Thexheotation after this limit remaes the oldest rotated log.

log.time_format = local| gmt| raw| raw_mono| no_time| [local]
Sets format to display timestamps for log entries. local will loglocal-timezone specific time in ¥YYY
MM-DD HH24:MI TZ format. gmt will log GMT time in the same human-readable format as loeal; r
logs high-resolution time as the number of seconds.nanoseconds since the Epoch (1970-01-01 00:00:00
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UTC); raw—mono logs system-specific monotonic time (used for timespan measurement, not correlated to
clock time). no_time logs no time at all.

log.show_pid = true|false [true]
Display PID as a log entry field.

log.enable_syslog = true|false [true]
Write errors, varnings and critical messages to syslog(2).

eod_rotate = truelfalse [false]
Rotate log at the end of the day (each day). This means thatlagveould be startedvery nev day

pidfile.dir ectory = dirname [/ar/run/GigA+]
Directory for the pidfile (must be writable by run_as_user).

pidfile.name = filename [gxng—{user_port}.pid]
Name (w/o directory part of the path) of the pidfile, theadifvalue uses the user-request listener port
number

idle_clk_ms = milliseconds [-1]
Time (ms) to vait before doing anidle-time tasks, —1 = no limit. This sets the resolution (or granularity)
for the timeouts or another tasks done in idle time. The adt value (-1) will hae it perform idle tasks
only when an actualvent (connection, signal, etc.) interrupts theitioop. gxng will set the idle clock to
the minimum @lue of a channel/client timeout.

run_as_user = username []
Run as this user when running as a daemon (if erdptgiot switch).

run_as_uid = uid [-1]
Run as the gen user (uid) when running as a daemon (if -1, do not switch). If gid is not specified, then
gid = uid. uid > 0 will @erride run_as_user.

run_as_gid = gid [-1]
Run in the gien group (gid) when running as a daemon (if -1, gid = uid).

non_daemon = true | false [false]
If started as root, become a daemon if true.

enforce_coe_dumps = true | false [false]
When set to true, the procesvakes the necessary syscalls to m#kelf coe-dumpable and set core limit
to unlimited. The defult value of false leges it to the shell datilts. NB: Under certain Linuxarsions,
UID-changing daemons become non-core—dumpable (see/dys/fs/suid_dumpable and ptl(2) for
details).

no_rtp_strip = true | false [false]
When set to true, the engine does not attempt torednRTP-over-TS into plain TS datagrams (enabled by
default). When stripping’ is disabled, gxng suld consider RP paclets as non-TS and relay them AS-IS.
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use_sendfile = true | false [true on [EeBSD otherwise false]
Prefer to use sendfile(2) to send out data. Thisesiakoig diierence on FreeBSD, which implements zero-
copy through this syscall. Setting this to true on Linux may or may not impneerformance (so #'false
by defylt under Linux).

quiet = true | false [false]
No output to stdout/stderr if true.

cpunum =-1|0.. N [-1]
Set afinity to CPU #N (zero-based) for this process, unless -1 (or <0).

process_limits.rss = {N}{suffix} ['0"]
Resident memory cap: a process canroeed this amount in resident memamnemory allocation call(s)
should &il. NB: This limit cannot be enforced under Linux, where ibuld be replaced by RLIMIT_AS
(virtual memory cap). If both RSS and VMEM are to be limited under Linux, the smalier & used with
RLIMIT_AS. Under FreeBSD, RSS limit is fully supported.

process_limits.vmem = {N}{suffix} ['0"]
Virtual memory cap = RLIMIT_AS. Used in place of RSS cap under Linux. Both Linux and FreeBSD fully
support it.

max_channels = hum [200]
Maximum number of channels alted (per engine).

max_channel_clients = num [500]
Maximum number of clients per single channel.

channel_io_timeout_sec = seconds [5]
Maximum time (in seconds) toait on I/O for a channel.

client_io_timeout_sec = seconds [5]
Maximum time to vait on 1/O for a client.

client_busy_timeout_sec = seconds [86400 = 24 hours]
Maximum time for a client session.

can_extend_clients = true|false [false]
If a client times out, check if thesepending (channel) data and the client is writable. If writaktend its
wait period (just this one time) by client_io_timeout_sec.

client_soclet_sndhluf_size = bytes [system default]
Client (sending) soak send bffer size (bytes).

channel_soclet_rcvbuf_size = bytes [system default]
Channel (rec&ing) soclet huffer size (bytes).

channel_lo_wmark = bytes, 0 = none [0]
Low watermark for channel soets.
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client_tcp_cork = true|false [false]
Use Linux TCP_CORK soek option to aggigate client pacsts. Linux only

client_tcp_nopush = true|false [false]
Use BSD TCP_NOPUSH soekoption to aggigate client pacits. BSD only

multicast_ttl = hops [2]
Multicast TTL value set for the outgoing mulitcast fraf

tput_stats.*
The following section specifies the parameters needed for engines to report traffighput statistics,
gueried usingeport admin request. See gxws(1) for details on reports and admin request particulars.

tput_stats.enabled = true | false [true]
Do not pravide channel/client storage unless true. Please note that engines will use additiongtléBU c
to gather and calculate refent statistics.

tput_stats.channel_path = posix_shmem_path [/gxy-cha.shm]
POSIX shared memory path for channel storage (<= 32 characters). Note: should match the corresponding
oxws setti

tput_stats.client_path = posix_shmem_path [/gxy-cli.shm]
POSIX shared memory path for client storage (<= 32 characters). Note: should match the corresponding
oxws setti

tput_stats.channel_eport_ms = milliseconds [5000]
Report channel throughputery N milliseconds. (Ml save the statistics in shared memry

tput_stats.client_report_ms = milliseconds [5000]
Report channel throughpuwtery N milliseconds. (Ml save the statistics in shared memry

tput_stats.max_paclet_delta = bytes [-1]
Warn if two consecutie paclets difer by more that N bytes, -1 = ignore. This settingvesi®o watch out
for inconsistencies in the UDP streams, where all messages are supposed to be of the same size.

USE WITH DISCRETION.

ws.*
section decribes the parameters of communication between gxng and gxws.

ws.max_reconnects = num [10]
Attempt N reconnects with gxws, unlimited if -1, none if 0. If the controlling gxws crashes, gxras rmak
number of attemtps, separated by pauses, to re—attach to it. Therefore, if a monitor on the crashed gxws
restarts it successfullthe formerly—attached gxrgjmay re—attach.

ws.reconnect_delay = milliseconds [500]
Delay (in milliseconds) between reconnect attempts.
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bufd.*
The following section specifies the parameters for the internal cache used by gxng to maltig#ss to
channel data. ¢t each channel (that needs to be cached) gxng maintains a chaifieo$ brepresenting
consecutie sgments for trédfc data.

bufd.enabled = true | false [true]
Enable internal cache (ffers) unless set to false. HLS requests do not need caching, all dat@dsisa
segment files. HTTP requests wég rely on the lnfd sub—system. Disablinguffers when the are not
needed (and allocated memory is just beiagted) can s& a lot of memory

bufd.keep_files = true | false [false]
Do not unlink(2) lnfd files (male them visible). This is a debging option.

USE WITH DISCRETION.

bufd.mmap_files = true | false [true]
Map hufd files into memoryResults indster access to cachet lmay &haust host memory

bufd.mmap_anon = true | false [false]
Allocate huffers in memory w/o using grfilesystem space (i.e.uffers are not ba@d up by files). This
option pravides the &stest access to cache s limited by process’'memory constraints.

bufd.mlock = true | false [false]
mlock(2) data bffers into plysical memory Make sure your system parametersallinis, for reference
see mlock(2) manpage.

bufd.data_dir = pathname [/tmp]
Directory to place bfd files into.

The following three settings f#fct the vay gxng caches data. There is a certain amount that cargieler
channel to ensure thatweclients can start reageng data without delayThe settings belo regulate that
amount and set the point (in the cache) from which data getdsera ne client.

bufd.min_total_duration_sec = seconds [5]
Minimum of data cached for a channel, measured in time it took toveeiteiNo channel liifers get reg-
cled until this much data has beenexh The gact amount preseed in cache could be a afgolut never
below the imposed threshold; gxngowld regcle a ffer only if, after its remeal, the cache wuld still
have >= seconds erth of data.

bufd.min_total_size = bytes [1048576]
Minimum of data cached for a channel, in bytes. No charufédrs get regcled until this much data has
been seed.

The two settings abee work in tandem, each of them setting a threshold. gxng will consider that enough
data has been cached as soon as either or both of those thresteltdedrareached: if, for instance, the
first setting is 5 seconds and the second one is 10485760 bytes (10 Mb), then enough is as some as we
cached 10Mb or accumulated more than 5 secondhwf data (if the channel is slpit may be less than
10Mb).

Channel data is stored as a sequenceudfiebs, from the most-recently-reseid one - the HEAD, to the
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oldest one — theAlL.

A newly—joined client/subscriber needs the first datéfdy to start with. The setting b&lodefines the
algorithm gxng vould use to pick one.

bufd.start mode =0|1|-1]2[1]
Defines the method to pick the initiaiffer for a client:

0 (HEAD) picks the most-recently-receid huffer, offset: 0 (cached: all of the most recent-b
fer).

2 (EDGE) picks the most-recently-reged huffer, offset: END—OF-IATA (no data cabed).

1 (MIN_CACHED) picks the huffer that allavs to transfer N seconds or M bytes of datésetf O
(cached: N seconds/M bytes).

-1 (TAIL) picks the oldest liffer in cache, déet: O (cached: all current data for the channel).

All the abare methods, xeept EDGE (2) position a ng client at zero déet in the selectedufer. This
way there is alays some data to send to the client rigteiya without I/O wait. EDGE ensures a no-cache
policy: only the data reced during the client’ lifespan gets relayed to the destination.

MIN_CACHED (1) uses lofd.min_total_duation_sec anddfd.min_total_size to determine whichffer to
pick. The algorithm starts at the HEAD andves tavards the tail accumulating thelume and time for
each loffer it lands on; as soon as either of the thresholds is reached)ftbeid selected as the one to
start at.

bufd.burst_mode = 0 (none) | 1 (scan) | 2fbst) [1]
Defines the method used to yeat excessie grawth of buffer chains using a tibble-turst’ technique. A
'‘bubble’ is a (long) sequence of unusedférs (U) squeezed in between a small number ovettiffers
(A). A slow client may claim (lock on) auffer and then sk down, while other clients go ahead. The tail-
side luffer would be still locled while the bffers tavards the head get used and un—atkAAUUUUUU-
UUUUUA. The U-sequence is theubble’. In mode 1 (scan) gxng scans a channel looking foulzbke
(and varns if it finds one), in mode 2\{kst) it also tries to ivalidate the leftmost A-tiffer and release the
underlying U-sequence (theltble).

bufd.max_unit_count = num [128]
Maximum number of bffers for all channels within the\gin gxng instance. Not alldffers, as a rule, get
allocated at once. This sets the limit to the numbeufiéts across all channels.

bufd.prealloc_count = liffers [max_unit_count / 4]
Number of shareduffers to pre-allocate at the enginstart.

bufd.max_units_per_channel = num [1/3 of max_unit_countef within 4..12 range]
Maximum numbers ofudfers per channel. Setting this to a well-balancaldes will provide for fair distru-
bution of huffers across channels and will peat hogging bffer space by channels with sl@lients.

bufd.max_unit_size = bytes [16777216]
Maximum number of bytes in a singlaffer. When this threshold is hit, anothesffer is added to cache.
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bufd.max_dgram_size = bytes [1500]
Maximum size of a (UDP) datagrampected (should notxeeed MTU). NB: must be adjusted if using
jumbo fames.

bufd.max_unit_duration_sec = seconds [30]
Maximum duration (seconds) of a singlgfer. When this threshold is hit, anothesffier is added to cache.

bufd.allow_emeigency_recycle = true | false [false]
Allow to force-regcle the oldest iffer when cannot allocate amene.

transfer_buffer_size = bytes [1048576]
Size of the intermediateulier used todcilitate I/O. This setting is unused when cachdférs are mem-
ory—mapped.

cli_write_delay.*
This section rgulates delaying data output to reduce the number of write(2) syscalls. Data is accumulated
until the sa&ed portion is lage enough.

cli_write_delay.enabled = truelfalse [true]
Write delays are enabled if set to true.

cli_write_delay.timeout_ms = delay_ms [100]
Delay for no more than N milliseconds.

cli_write_delay.max_huffered = max_bytes [1048576]
Delay up to max_bytes of data, digaed if O.

psensors.*
Performance sensors alldo measure resource utilization between specific points within the applica-
tion, using the metrics pvided by utime(2) utime(2) call at each end of the senédirsensor data will be
printed out at the applicatiorxiein the format similar to the output of time(1) utility

Performance sensors are augding/profiling cility and incur additional load on the system.
USE WITH DISCRETION.

Defined sensors:
app = application runtime;\e loop = esent processing (alivents); & read = reading/processing inbound
data; & write = writing/processing outbound datay eerr = processing errorv@nts; & pp = post—pro-
cessing eents; ng_chaio = channel data I/O; ng_clio = client data I/O.

psensors.enable_all = truelfalse [false]
Enables all sensors if true, disables all otherwise. This is to initialize the set of enabled-sensor flags to
either all ones (if enabled) or all zeros. This setting is to be used in combination with psensors.except.
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psensors.except = sensor_list []
Enables sensors in the list if psensors.enable_all is true, or disables those sensors if falseayThis w
enable_all is used to initialize the set of sensors whileept narravs it davn by enabling/disabling its spe-
cific elements.

EXAMPLE A:

psensors.enable_all = true; # Enable all sensors.

ws.psensorsxeept = ['&_read", "&_write"]; # Disable those listed herein.

Enables all sensorseept & read and e_write.

EXAMPLE B:

psensors.enable_all al§e; # Disable all sensors.

psensorsxxept = ['&_read", "&_write'];

Enables e read and e_write sensors, all others are disabled.

AUTHORS
Pavel V. Cherenkv

SEE ALSO
gigaplus(1),gxws(1)
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NAME
gxpm is a playlist manager for GigA+.

SYNOPSIS
gxpm =Y ipath —S spath —C config [OPTIONS]

DESCRIPTION
gxpm(1) compiles playlists (in M3U8 format) in response to requests by gxws instancesifaus/an-
nels (sources). Channel meta—datavasifrom vsm (via gxseg) to the gxpsnsouce soclet (spath). From
the item sockt (ipath) gxpm(1) responds to requests from gxws: assembles and relays playlists.

PARAMETERS
The following parameters are accepted:

-Y, ——items ipath
specifies path to the item UNIX soek servicing gxws requests.

-S, ——souces spath
specifies path to the saze UNIX soclet, ingesting channel meta—data from vsm instances.

—-C, ——config path
configuration file (gxpm.conf by daflt).

OPTIONS
The following options are accepted:

-D, ——appdata path
path to playlist data (/tmp by drflt). This is the root for item data, ongdeabwe the directory
for the particular channel. gxpm uses this path as a base for channel-related data. So, if vsms use
a common data root for all channels, thsuld be it. Ignored if lkannel-specific directories are
reported by vsm (that is, if cha_®OT is in the dannel spec). Please see vsm(1) for details.

—-F, ——prefix URL
URL prefix for all playlist items, unless a channel specifies custom prefihdyPEX in the
spec. Please refer to vsm(1) for details.

-1, ——logfile path
path to log file. Please do mind access permissons for the directory and kiredly—talnas
option (see belw) into account.

-L, ——level critlerrjnorm|warn|info|debg
log level. The dedult level is info, unless specified otherwise in config.

—-p, ——pidfile path
path to pid file.
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-u, ——runas username
user to run as if started as a daemon. Starteas(in daemon mode) by damilt. NB: kindly
avoid running gxpm(1) as root.

=T, ——term
run as a terminal (non-daemon) application. This is theultdfehaior when run by a non—pir
leged user-T could be specified when run as root in orderTN® become a daemon, for
instance, for dalmging purposes.

-V, ——version
output applicatiors version and quit.

-V, ——verbose
set the lgel of verbosity in the output. This option could be repeated to get to the desieéd le
which is 0, unless the option is used at least once. NB: this option isadeed, please use -,
——lodfile path instead.

—(g,——quiet
send no output to terminal. This is to supressarnput normally sent to standard output or error
streams. Unless specified, when run from a noriggied account, the module will mior diag-
nostic messages sent to the log (as specified with the —I option) to standard output.

-h, ——help, —?, ——options
output brief option guide. This is output when run without parameters.

-K, ——syskey
generate systenek (to use in licensing) anckie.

CONFIGURATION
gxpm(1) uses a configuration file for most settings, the path to the file must be specified at command line.
The module starts by initializing config setting to aidf values, then loading the settings it finds in the
config file (thus, werriding the dedults) and then\erriding config alues with those specified from the
command line. Anxample gpm.conf is supplied with the package.

All config settings hee gpm. prefix (no x), therefore, for instance, setting A fully reads in config as gpm.A.
The configuration settings are as belo

src_soclet = path []
path to the sowre UNIX soclet, ingesting channel meta—data from vsm instances.

pl_socket = path []
path to the item UNIX soaddt, servicing gxws requests.

log.*
log file settings:
file path to the log file.
level log level: critlerrjnorm|warn|info|debg

Version 1.5 June 26, 2017 2



gxpm(1) gxpm manual page gxpm(1)

max_size_mb =N
maximum log size in MB (1MB = 1048576). &y time a log file reaches almthis size it is
renamed as an arekiand a fresh log is started.

max_files = n
maximum number of log files before rotation. ey time the number of arald logs &ceeds
this numberthe oldest arche is remwoed.

eod_rotate = truelfalse [false]
Rotate log at the end of the day (each day). This means thatlagreould be startedvery nev
day

runtime.*
settings rgulating haev the application starts/runs.

pidfile []
path to the pidfile (no pidfile unless specified).

run_as_user username []
run as username if started as a daemon. Running as root &yldef

non_daemon = true|false [false]
run as a terminal (non-daemon) application. Byadif an instance started under root runs as a
daemon.

data_dir = directory [/tmp]
path to playlist data (/tmp by deflt). This is the root for item data, ongdkabwe the directory for the
particular channel. See —-D option (abdfor details.

item_url_prefix = URL []
string to prependwery playlist item URL with. This could be used if all sources use a common data root
and, therefore, settindia_PFX for each channel becomes redundant.

max_souices = N [256]
how mary channels/sources shall one instance handle at the max? [1..1024]

min_src_tasks = N [8]
how mary playlists/tasks to allocate at once per single channel/source? [1..512] This is the number that
always would get allocated, so if ya& lean on memonpe consemtive. If you malke min_src_tasks equal
to max_src_tasks (see bl then tasks will be allocated just once.

max_src_tasks = N [256]
how mary playlists/tasks can there be per single channel/source? [1..512] It actually dependeed
only one task for all We—playlist requests,ub every DVR request might as well be unique. Use yowno
judgement.

max_playback_time = sec [604800] = 1 week
hov mary seconds wrth of data should be stored per source/channel? [600..5184000] Ugualso
depends on a channel and could be sethaa CARRCITY in vsm channel spec.
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max_live_items = N [6]
maximum items per LIVE playlist. [4..64]

src_tmout_sec = sec [30]
time out sources (with no tasks/playlists) after N seconds of no input. [1..300]

task_tmout_sec = sec [20]
discard playlist/task if untouched for N seconds [1..100]. gxpm creates an aceeksgr(.alk) file per
playlist/task that it xpects gxws to modify each time it reads the particular playlist. gxpm checks the modi-
fication timestamp glarly and expies the playlist if last modification time is more thant N seconds
behind.

gzip_playlists = truelfalse [true]
generate compressed LIVE & LIVEXMR playlists (MOD playlists are alays gzipped). LIVE/DR are
the streams that e start time (utime) parametéut do NOT have a duration orwerlap into the future.
Such streams are open—ended and may last for quite a while. gzip(1)

text_live_playlists = true|false [true]
always create LIVE playlists in text formatyerrides gzip_playlists for LIVE).

verify _item_filesize = true|false [true]
verify that reported ggnent files rist and hae the declared size. vsm reports both paths goneats and
their size to gxpm. This option mek sure the information is correct.

use_sid_playlist_dir = true|false [false]
place generated playlists into a subdirectoamed after thehe_ID of the source. vsm passdsc ID and
cha_FROOT from the channel spec. If the almparameter is true, then the playlist path udes D as a
subdirectory under the root and places all chasmptlylists there. Otherwise, playlists are placed into the
cha_ROOT and pefixed with dva_ID. For instance, letla_ID = 'CNN’ and da_ROOT = '/opt/channel’.
Then, with true, a path to a playlists for the channel may be: lotfeel/CNN/playlist. m3u8; otherwise it
would be /opt/bannel/CNN-playlist. m3u8.

refresh_playlists = true|false [false]
refresh each dynamic playlist (LIVE, EVENT) omegy change &cting it. If set to &lse (dedult), a
playlist is refreshed only when user requests a corresponding task.

md_report.*
settings to report genent meta—data towdy(1) via multicast. gxpm publishes gmment meta—data mes-
sages to a designated multicast group. Subscribers within the (multicastyknetm &tract sgment
URL's from these messages andvdibad sgments.

enabled = true|false [false]
no meta—data sent (and further parameters in this section ignored) unless true.

pub_url = multicast-URL []
URL of the multicast group to publish to. Example: udp://227.3.2.160:2020

lid.* = { task—lock parametes }
defines parameters for a taskkareated by a recepient for each processed messagenekds
the lock to @oid redundant denloads. If N > 1 dvg instances run on a host, each of them
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subscribes to pub_url groupub only instance per task is required. gxpm encapsulates a
task-lodk ID into each message. Eactvgl instance, upon recghng a message, tries to (atomi-
cally) create a ne lock file. If the file is already there, the task is alreadyetaland the message

is skipped. The parameters areefix = symbolic pefix, min = N (N > 0), max = M (M > N).

The number rolls wer to min after reaching the max. Example: lid: { prefix = "h1"; min = 100;
max = 299; };

src_base = URL
is the URL prefix to use for dmloading. If a web seer has been set up so that the data root
directory for the sgments is mapped to http://actvweB8080/sg, then this wuld be the alue to
use. A sgment with the relate path of CNN/20170627-11/6298994298.ts should then map to a
resohable URL: http://acm#v:8080/sg/CNN/20170627-11/6298994298.ts.

mcast_ifc = interface
interface name for the multicast netk. Example: ethO

AUTHORS
Pavel V. Cherenkv

SEE ALSO
vsm(1),gxseg(1),gxws(1)vag(1)
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NAME
gxseqg is a stream gmentation utility within GigA+.

SYNOPSIS
gxseq -i infile [OPTIONS]

DESCRIPTION
gxseg(1) is the tool for slicing a source stream intprents. vsm(1) calls it with the options defined by
the dhannel spec. &t historical reasons, it uses no config file, all options are selected at the command line.
gxseg uses libav libraries from ffmpeg(1) and therefore inherits some of its traits. This tool is not to be
called directlyvsm(1) calls it when needed. This page is strictly for reference and to promote understand-
ing of all the tools within GigA+.

OUTPUT STREAM
gxseg outputs important metadata into STDOUT, all diagnostic andygiely messages go to STDERR.
This is done so that the utility could be pipelined to other modules. In GigA+ the modutetide pipe-
line is wux(1) relaying STDOUT from gxseg to gpm(1) in an ordedgHion. Ier details on the output
metadata, please refer to theANDARD OUTPUT FORMAT section belov.

PARAMETERS
The following mandatory parameters are accepted:

—i|-—source infile
URL for the source in ffmpeg(1) URL format.

—N|--channelid string
unique identifier for the source channel. gxseg uses it to form the full path to the chatataldirectory

OPTIONS
The following options are accepted:

—o|-—outfile path|copy []
path to M3U8 playlist, <infile>.m3u8 if 'cop If outfile is specified, gxseg creates a LIVE M3U8 playlist
at the specified path, refreshing it witreey added item. If copy is\ggn as the pathxeension of the infile
is replaced with m3u8 and forms the resulting path for the playlist. If the parameter is omitted playlist gen-
eration is skipped.

—-3|-—m3upfx prefix
URL prefix for M3U8-playlist paths. This is the prefix to put in front wérg playlist item$ path. Br
instance, with prefix=http://acnte:4040/sg, for data/CNN/t34932001.ts the playlist URLowd be
http://acmetv:4040/sg/data/CNN/t34932001.ts.

-1|--logstdout path
mirror STDOUT to the designated file.

-1|--logstderr path
mirror STDERR to the designated file.
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—S|--storage dirpath [.]
base directory for ggnent files, current directory by defit.

—-R|--relpaths pl:p2:..:pK
comma-separated paths to storage shaatsmiére detailed info on shards in GigA+, please refer to the
cha_SHARDS parameter of thénannel spec in vsm(1) documentation.

—G|-—granularity mask
granularity time-mask, in the strftime(2) formatoFdetails, please see cha_ GRAN_MASK parameter of
the dhannel spec in the vsm(1) documentation.

—U|—-—duration sec [5]
segment duration in seconds.

—M|-—-mux content-mask [as]
types of contet to multiplex (include), where v=video, a=audio, s=subtitles.

—P|-—profile name []
channel profile/quality tag. Presently unused.

—l|-—loglevel num [1]
ffmpeg(1) log level (for libav libs).

—m|-—-maxseg M [100]
max number of ggments per LIVE playlist num=1..100. After M is hit, the app reescthe oldest item.

=J|——joint N [0]
compile joint sgments out of N < M igular ones. Presently unused.

—F|-—falserot path []
initial base directoryuntil synced. See chaAESE_ROOT parameter of theltannel spec in vsm(1) doc-
umentation.

-W|-—markerdir path [/tmp]
directory for PTS—maidr files. D conduct aall-over, gxseg runs for a while as a ap instance and
generates files containing PTS for the last—generatpdesd. This parameter designates the directory for
such files. Br details on theall-over process, please refer to chaORLO VER parameter of theltannel
spec in the vsm(1) documentation.

—u|-—pidscrid [false]
use PID, notlcannelid as sowelD. gxseg bgins work with outputting a source—identifying message for
the channel that suld be sgmented by this instance. If this parameter is true, the apgdwse process
ID (pid) as the unique identifier for the channel, not tlee set with the —~N|-—channelid parameter

—a|-—maxstoe sec [0 = none]
define storage quota for the channel. Setting this parameter >0 adds the max_sec=sec parameter to the
source—identifying message (for vsm to consume). The parameter tells wgrmhich data is to be stored
for this channel. See cha_CAEITY parameter in the vsm(1) documentation.
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—p|—-—pidfile path [false]
create pidfile, quit if file or process alreacdkysts.

—-d|--alang I1,12,.. [false]
order audio tracks per language list. Presently unused.

—A|--intmout sec [10]
exit if no input within N seconds.

—E|-—-encrypt spec—path []
use spec to write encryption tasks to STDOBfesently unused.

—T|-—thumbnail seconds [off]
generate JPG thumbnailery N seconds.

—t|-—maxthumbs N [O]
maximum number {0..99} of thumbnails t@é&p.

—-g|—-—png [false]
generate PNG thumbnails (instead of JPEG).

—e|-—errignore [10]
maximum number {-1..MAXINT} of non-critical I/O errors in awato ignore; -1 = all.

—H|-—errbadtime [0]
maximum number {-1..MAXINT} of ivalid PTS/DTS errors in awoto ignore; -1 = all.

—s|-—suspend [false]
await SIGUSR? after start.

—-k|-—keepseg [false]
keep all sgments (do not rotate).

—X|-—exitonerr [false]
exit(3) on critical errors. If not set, gxseg repeatedly tries to re-—open source stream and re—initialize the
segmentation process after a critical er(dB:: every re—initialization LEAKS MEMORY from libav.)

—-D|-—dummy [false]
output nothing to files. Presently unused.

-l|--interleave [false]
use interleged I/O (libav) if set.

—-Z|-—gzipm3u8 [false]
malke GZIP’ed playlists.
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-h, ——help, —?, ——options
output brief option guide. This is output when run without parameters.

—g|-—quiet [false]
minimum logging.

-K, ——syskey
generate systerek (to use in licensing) ancki.

STANDARD OUTPUT FORMAT
ogxseg(1l) outputs metadata as single—line messages of theiriglitypes/formats:

SOURCE

is the first message going to STDQWpecifying to the consumer faapp devn the pipeline) the stream
that this instance suld be sgmenting. The format is as baio

SsteamlID init ["]Jchannel-tay data_dir=root—dir [max_sec=sec] [item_pfx=pefix]

where
streamlID: either bannel—-tag (—N) or the process’pid (see —u);
init: message type;
“(tilde): added if this instance started as a backup (before vell):o
channel-tay: specified by —N;
root—dir:= as specified by -S;
sec:= as specified by —a;
item—fpx:= as specified by -3.

Example: Sprimel init primel data_dir=data

SEGMENT
is the message prinling sgment metadata. The format is as belo

SEGMENT: path timestamp dation size num-id PTS

where
path: relatve path to the file;
timestamp: UNIX time for the start of the gment;
duration: duration in seconds;
size: of the file;
num-id: numeric ID for the encryption job (currently unused);
PTS: PTS time for the start of thegment;

Example: SEGMENTprime1/7918931084.ts 1498837025 4.800000 6566088 0 7918931084

AUTHORS
Pavel V. Cherenkv

SEE ALSO
gpm(1),wux(1),vsm(1),ffmpeg(1)
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NAME
wux — STDIN to UNIX soclet copy utility.

SYNOPSIS
wux [—-r] [-m nrec:rsize] unix—soket—path [manifest—path]

DESCRIPTION

wux reads data from STDIN and writes it into a designated UNIX (stream)etockiux is expecting the
source to be in 1 format, it reads and writes one line at a time. Optionalilgry processed line is added
to a (text—based) manifest file. The manifest holdg tmes in records of a fed size, with a pre—defined
cap on the record count. When the maximum number of records is reachethtates” the manifest con-
tents, deleting the oldest record.

wux is an intgral part of GigA+ architecture. In GigA+ wux is used by vsm(1) to relay messages between

oxseg(1l) and gpm(1l) modules. GigA+ users are not supposed to run wux directly (as it is run by other
modules) ot may vant to knev how it operates.

wux uses no configuration file, relying on command-line parameters.

PARAMETERS

wux accepts one mandatory parameter: the path to the destination UNIXtsédkdata read from STDIN
is to be written to that soek

Path to the manifest file. Unless the path is specified, no data is written to the manifest.
OPTIONS

The options may be gén in ary order before or after filenames. Options without aguarent can be
combined after a single dash.

-r expect response from the peer setckUnless this option is specified, the applicati@uld not
read ag (response) output from the destination sack

—m mrec:rsize

specifies tvwoe comma-separated parameters: maximum number of records in the manifest and
manifest-record size (f&d). Both parameters must be specified if using the mainfest. The mini-
mum record size is 64.

ENVIRONMENT
INPATH variable can be set to thetdile to replace STDIN.

AUTHORS
Pavel V. Cherenkv

SEE ALSO
gigaplus(1),gpm(1),vsm(1),gxseg(1)
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NAME
vsm is a video—-stream feed manager for GigA+.

SYNOPSIS
vsm [ logfile] specfile [gxsg—options]

DESCRIPTION
vsm facilitates preparation of the inbound stream for serving via HLS. T¥odves sgmenting, feeding
meta—data, handlingavious notifications, errors and abnormal situations. vsm packs quite a bigioEbs
logic. The module is a scriptwoking a number of GigA+ (and some third—party) utilities (gxseg, wux,
hos, prbsm) to perform its duties.of configuration it uses a plain UNIX shell script, heraief referred to
as dannel spec (or simply the spec), assigniragugs to reseed ewironment \ariables. Each vsm
instance is responsible for one (distinct) channel.

PARAMETERS
specfile is one mandatory parameter: path to tienoel spec. NB: Use caution with what you put into the
spec, for it is, indct, xecuted by vsm and mayfatt your system as wmother shell script could. NEVER
run vsm (or spec) a®ot. Because you dameed to.

logfile parameter is optional and specifies path to the log where all outpuldwgo; or to STDERR if
skipped.

gxseg-options parameter is optional. It alls to supply custom command-line options to gxseg module.
Resered for adanced customization of vsm befiar. Do NOT use unless you absolutely MUST

CHANNEL SPEC
Is what vsm uses for configuration. Aesbosely—commentedkample is supplied with the disttiion and
gets installed to

/usr/shae/doc/gigaplusfeamples/vsmiannel.spec

(FreeBSD users should consider /usr/local/gtarinstead). ¥u may use thisxample as a template for
your ovn Specs.

The followving sections will present thesiables set within the spec, essentially those are the configuration
parameters.

cha_ID
name/id for the channel. It will be used within directory paths so the recommendatioreéptit Kimple
and compliant with OS guidelines for directory names.

Example: cha_ID="cinemax"

cha_GPM
path to the UNIX soad connecting to the sarg-listener of GigA+ playlist manager (gxpm), which
receves notifications on generations of each daggneamt via UNIX-sockt. vsm establishes a connection
to gxpm via gxseg and wux.

Example: cha_GPM="/tmp/gpm-S.sock"

cha_URL
URL (in ffmpeg—compliant format) for the stream source.
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Example: cha_URL="udp://224.0.2.26:5050"

cha_ROOT

top—level root directory This path should NDinclude the name/ID of the channel, sindgacID is to be
used for that automatically by vsm.omHnstance, if thelea_ROOT="/opt/data" vould male the channed’
directory /opt/data/${cha_ID}.

Example: cha_R0T="/opt/data"

cha_PFX

custom URL prefix to be used by gxpm for this chammelaylist URLs. A channel can specify itsvio'
prefix or rely on the common one in the gxgmbnfiguration.

Example: cha_PFX="http://mym.tv:8181/sg/"

cha_SHARDS

lists colon—separated partitions/shards used to stgraese data in. This parameter is optional, no parti-
tioning will be applied if skipped. If specified, dat@awid be genly spread across shardsor instance,
with cha_ROOT=/opt/data and cha_ID=tv5 and cha_SHARDS="voll:vol2§ments wuld be put into
/opt/data/voll/tv5 and /opt/data/vol2/tv5 in a round—-rolastfion.

Example: cha_ SHARDS=bI1:vol2:vol3"

cha_CAPRPACITY

defines hav mary seconds wrth of channel data to store. This is the core setting ¥R, @efining the size
of the "time windav" to afford. vsm passes this setting on to gxpm which will reradhe "e&pired" s@-
ments in real time. At the start though, if cha_HOS (seevigekpecified, vsm will iroke hos utility and
let it puge all "pired" sgments.

Example: cha_ CARCITY=14400

cha_DURATION

is channel-specific duration of a singlgmsent in seconds. This parameter is optional, thaulefalue is
5.

Example: cha_ DURRNON=6

cha_GRAN_MASK

specifies time—specific mask for a subdirectory within the chandeta storage. The format of the mask is
per stritime(3) specification. If specified, each datgreent is put into a subdirectory that is created based
on the said mask.df instance, with cha_ GRAN_MASK="%Y%m%d-%H", gsent generated on July
6th, 2017 at 3:56 pm will be placed into a subdirectory named 20170706-15. 1{G@&=Rpt/data, with
cha_ID=tv5, the full path wuld become: /opt/data/tv5/20170706-15 (no shards) and
/opt/data/voll/tv5/20170706-15 for the first shard if cha_ SHARDS="vol1:vol2".

Example: cha_ GRAN_MASK="%Y%m%d-%H’

cha_HOS

specifies path to the clean—up utility that vsm runs when started. GigA+ suppliemitsos script for the
purpose, yet i up to you to replace it with a custom app. The supplied hos is responsibeefind a
channels storage from swellingver the reasonable size, revimg "expired" s@ments, rotating and -ar
chiving logs, etc.

Please see vsm-scripts(1) documentation for details.
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Example: cha_ HOS="hos"

cha_MITEMS

specifies the number of items tedp in the mainfest that wux will maintain for the channel. amnel
manifest is just a list of ggnents recently added. gxpm iware of manifests and tries to load one up when
a channel joins in. This is done to "catch up" with the channel that had sewnetide or crashed and
stayed dline for a while. Manifest is also the ay for gxpm to becomewaare of channel ggnents that
were generated while gxpm itselfas devn (for some reason). The parameter sets the number of items
allowed in the manifest, which is rotated (by wux) on the FIFO basihafMITEMS is 0, thee will be

no manifest for the channel. Iffa_MITEMS is unset (as by in theample spec), thealue is calculated

as cha CARCITY / cha_DURAION + 10.

It is suggested NDto set this parameteunless absolutely sure that thealdf setting does notark in
your scenario.

Example: cha_MITEMS=2800

cha_MAX_CERR

specifies the number of (critical) stream errors to tolerate. Some strehitis @romalies, causing lilva
I/O routines to bail out (with EOD indication or else). This parametewslto re—start the 1/O loop N
times before xting the app. vsm sets this parameter to 5¢fibby defult. The alue of -1 means ignore
all I/O errors.

NB: Ignoring I/O errors (with liba specifically) comes with a price: memory leaks. The more errors
ignored, the more memoryasted. Use your judgement to set this parameter to an optitoal for your
channel(s).

Example: cha_ MAX_CERR=5

cha_ERR_BADTIME

specifies the maxumum number of PTS/DTS-specific errors tolerated by gxseg(l) while processing a
stream. The essense or the error is that libav APIveseivalid PTS/DTS (presentation/display time-
stamps within an MPEG-TS paatl. In the gxseg log it is manifested as:

pkt: rc=-28 streamOui=0x0/0 pts/dts=-9223372036854775808/-9223372036854775808

cha_LMARK_DISKSIZE

specifies channel size in MB (total size of algreent and meta-data files) at full capacity (after
cha_CARCITY seconds passed). Note: hosnit archive sgments until this size is reached.

cha_HMARK_DISKSIZE

specifies maximum aleable size (in MB) for a channel. hos will try to stop vsm if this sizexiseded.

cha_ROLLO VER

sets the number of seconds between t@nsecutie roll-overs. One instance of vsnxis and the control

"rolls over" to another one (recently started) for this particular channel. This is done to abate the inner defi-
cieng of ffmpeg’s libav libraries that (historicallyfor some reason) just cannot read a stream w/o interrup-
tion 24/7 and bgin to "chole" after a while. Thus, the "old" vsnxies (retires) and the meinstance tads

over the job The parameter gallates hw often that process repeats. If omitted, mii+tovers get per

formed on the channel.

An alternate \ay to do oll-overs is by (supplied) drce-rollover.sh script that should end up in
/usr/shae/gigaplus/scripts (for Linux, /usr/local/shat.. under FreeBSD). Schedule script runs via
crontab(1) to get roll-@ers happen when you wish and as often as needed.
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Example: cha_RLLOVER=7200

cha_FALSE_ROOT

specifies full path to the directorwhere the "n&" instance of vsm wuld store its data before the
"roll-over". There$ a certain time period between the launch of theinstance and the moment thatwne
instance can takover the job of the "old" process. During that period, both vsm instancesuuonly the
"old" one supplies data gments (to gxpm). Until the "old" one is done, theanene has to store itsge
ments som&here too. The last geent within that period that the iméinstance generates in then sym-
linked to the rgular channel-storage directory (implying that the cBASE_ROOT directory cannot be
quite simply puged after a "roll-ger").

Example: cha_&LSE_ROOT=/opt/bvt-his/fake

cha_PRB

specifies path to a stream probe utility thatvedido tell whether there’ary data flav from the source. vsm
needs it to kne when a channel goesflaie, the transmission simply stops. It is important to tell the "of
line" scenario from another issue with the channel that might cause vsxit tetarning an error code.
GigA+ supplies prbsm of its wn making lit one is alvays welcome to replace it with a custom app/script.
If cha_PRB is omitted, vsnx@s when it "thinks" the channel has gon#ioé.

Example: cha_PRB=prbsm

cha_ ADMIN_EMAIL

specifies administrata’email where vsm auld send notifications of importance, such as: stsitt,going
online and dfine. If omitted, no notifications are sent.

Example: cha_ ADMIN_EMAIL="admin@mywn.tv’

cha_TRANSOPT

specifies options passed to ffmpeg(1) for trans—coding the source channel before grgetgee. This is

a simplistic approach to trans—coding content and should be used for simple cases, such as making sure
audio streams within the channel are of the right codec(s). If the parameter is set, vsm runs ffmpeg on the
source and pipes the output to gxseg. Use at ywarrisk/discretion and do test the options with ffmpeg

before you put them into the spec.

Example: cha_ TRANSOPT="-map 0:0 -map 0:1 -map 0:2 -map 0:3 -vcodgecacapmmp3 -c:s cop

AUTHORS

Pavel V. Cherenkv

SEE ALSO

wux(1),gxpm(1),vsm-scripts(5),ffmpeg(1),antab(1),gxseg(1)
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SYNOPSIS

This page documents auxillary scripts fogeeenting a video stream via vsm(1) — GigA+ video—stream
managerThe scripts are: hos, prbsm andrte-rollover.sh.

DESCRIPTION

hos

is the channel houselkping utility launched by vsm at the start of itoovk. The utility assures that the

channels data storageeleps only the necessary data that is no older than thearphriod gven in the

channel spec (seeha_CARRCITY in vsm(1) documentation).

hos is abstracted from vsm so that it could beaked either manually or by a@n(8) joh

SYNOPSIS

hos OPTIONS bhannel-tay

hos tales just one mandatory parameter:

channel-tay
is the nametag used for the channel to attend to (as in cablel). hos willerétrée channed’
spec and read parameters from it.

OPTIONS

——common
do not work on channel data, only deal with common logs (i.e. gxpm.log, gxws.log, dwg.log, etc.)
— for channel-agnostic modules.

——term do NOT generate log, send output to terminal olly defult, hos will create a log in the chan-
nel’s root directory and mirror all messages it sends to STDERR to it. This option disables log-
ging.

-n simulation mode (lie malke —n), print commandsubdo nothing.

-L force vsm to rotate the log. Signals the channel-bound vsm(1) to rotate its log.

—-sysrep
include systemaeport at the bginning of each log. The report consists of a printout from
vmstat(8) and a process table dump via ps(1) utilitlyis fattens up the logub may be quite use-
ful to have if a serer goes dan (from being resource-strapped or else). Use at your discretion.

——minfree MB
alert if free (plysical) RAM goes belo this limit. This setting alles to set a threshold for the
minimum of RAM aailable. It measures the OS—-unmged free memoryso the system may
actually run fine een with 0 \alue. Use at your discretion.

Example: hos --term --sysrep -L cablel

prbsm

vsm(1) encompasses a lot afdiness logic on itsven, yet certain functionality isxéernalized and put into

separate scripts. One of the reasons for that is that users could customize the abstracted components and use

a different language for implementation. The components are:

checks whether the channels is sending data, i.e. is ONLINE or OFFLINE. vsm(1) needs the utility to
check on a channel that crashed or stalled. If the channel went OFFLINE, vsm notifies the adnditsand w
for the channel to go back ONLINE.
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SYNOPSIS
prbsm [-V] [-p sec] input-url [once|stabilize]

prbsm has one mandatory parameter:

input-url

is the ffmpeg(1) —compliant URL for the source stream.

OPTIONS
-V verbose output.

—-p sec pause (in seconds) to mketween checks.

once|stabilize

check once if specified, orait for the channel to go ONLINE (check as long as i$dk

Example: prbsm -p 5 http://acme.tv:4040/udp/224.0.2.26:5050 stabilize

force—-rollover.sh

vsm-scripts(5)

signals vsm to initiate a roll~eer process. The scriptas created so that a rollver could be scheduled via

crontab(1)

SYNOPSIS

force-rollover.sh channel-oot—dir signals to roll @er a channel at thewgin directory

Example: force-rolleer.sh /opt/channels/cnn

AUTHORS
Pavel V. Cherenkv

SEE ALSO
vsm(1),gpm(1),contab(1),ffmpeg(1)
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