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NAME
Gigapxy — an interprotocol data stream relay and proxy

DESCRIPTION
Gigapxy pipes dataltannels to corresponding clients; either of the emdpoints may be a naivk soclet
or a file.

Basic terminology and use cases
Gigapxy uses the termhannel for a data source and client for a destination. This terminology has roots in
IPTV (IP television) operations: an IPTV pvier gies its service subscribers (clients) access to TV/video
channels via an IP-based netW:.

A common scenario using Gigapxyowld be feeding (UDP) data from M multicast channels to N (TCP)
clients/subscribers: media players, tools such as wget, curl, etc. A cliemtt,icduld be anapplication
issuing an appropriate HTTP request.

Gigapxy is designed to seevmaly clients per channel, fifiently and economicallyA built-in caching
medanism allavs nav clients to start reading cached (channel) data at once, minimizing the delay associ-
ated with making a me connection or a multicast group subscriptionr he end user that means that
changing IPTV channels becomesy fast.

Application modules
Gigapxy is a serer application; its services include relaying data to to clients and performing administra-
tive tasks, such as reporting application statisticaiious formats.

The two core modules of Gapxy are:
gws (Gigapxy Web Sewice)
processes,alidates and dispatches user requests, handles admivestazks;

gng (Gigapxy Engine)
senes data to clients.

The two modules run as separate processes, a single instance of gws(1) controls a number (N >= 1) of
gng(1) processes.

gws(1) processes andlidates a user request for data, sets up input and output ends of associated data
streams, then dispatches the request to the appropriate gng(1) instance to handle datalftiguusfer
receves an administraté request, it may service it locally or relay to an appropriate gng.

A gng(1) , on its end, is fully dedicated to channel-to—client data transfer; it is not tiettedby delays
associated with HTTP request processingvene& crash of the controlling gws(1) instance.

gng reports to gws thevents for the clients and channels that it is handling; the reports let gws track the
data streams and load—balance requests between multiple gng instances.

gng also (if configured) gularly updates traffic perdrmance statistics (TPS) that gws needs to produce
traffic reports.

SETTING UP
Gigapxy is lwilt as a singlexecutable binary (named gigapxy), withoteoft links to it set up by the instal-
lation process, the links denote the modules: gws and gng.

To see an\eerview of command-line parameters accepted by a module, run it with one of theirigllo
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command-line parameters: —h, =?, ——help or ——options

As one might gpect, a command-line parametenvays werrides the corresponding setting in the configu-
ration.

Please note that running a module without aption is NO equivalent to requesting help summary; it
will just run the module in dafilt configuration.

Most of Gigapxy’s parameters should be specified in module—designated config files. Thwnfpboe the

default locations for configuration files: Gigxy will look for either gws.conf or grapnf (depending on
the module being launched) and then (if neither could be opened) for gaapxy each of those loca-
tions unless a full path is specified at command line.

(current directory)
letc

lusr/local/etc

If configuration file path is specified at command line, the module will only try to open that a file at that
particular path.

The installation praides '/etc/gigpxyconf’ as the defult configuration file containing sections for both
gws and gng. Heever, each moduls’ section could be put into a separate file and passed to the module via
the -C|--config’ command-line parameter

The documentation includes a fully annotated configuration file, wihyepossible option specified and
commented on, at:

/usr/share/doc/gigapxy/examples/gigapxy-commented.conf on Linux, or at the corresponding /usr/local
location on FeeBSD.

PREPARING T O RUN
Gigapxy can run in a terminal or as a daemon.rlin as a daemon, it must be started with roeileges.
Root privileges are not required after a short period of initialization; therefore it is suggested that the mod-
ule run in a non—pvileged mode, under a non-root usd@he deéult configuration has application mod-
ules (started as root) switch to nonvpeged gigapxy account, which is automatically created at installa-
tion point with the home directory of /var/run/gigapxy. The user is not xadcat de-installation for
safety reasons.

Log—file directory /var/log/gigapxy is automatically created at the installation point. No module will start
without being able to write into a log file.

NB: It makes sense to kia your logs reside in a designated partition that is not shared with your system’
root directory Setting up for log-etation and archival are two related tasks that must not beedooked.

It is suggested that all module instances write theindog, although writing into a shared log is also pos-
sible.

System log is automatically updated when a module runs as a daemon.
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RUNNING
The \ery base topology of Gapxy is running one controlling gws haak up with a single gng. This
would utilize only two CPUs/cores, so you mighewmt to add more gng instances to spread channels across
available cores. Mind that all clients of a single channel go to the one designated (by their controlling gws)
gng. If you want to balance clients of the same channel across multiple, yiogi vould have to introduce
more gws instances, each of them handling its portion of the charipaH.

The only rule to follaw starting up modules is that a gws process showm@ys start before gngng
instances it controls. @0 could test-run your topology in separate terminal wirsdtm see ho it works.)
An example control script has been pided at:

/usr/share/gigapxy/scripts/gigapxysh on Linux or at the corresponding /usr/local location sedBSD

Before the configuration is finalized and the process is not (yet) fully automated otlv@rtwnand-line
options: =T and —v may be quite helpful. (See command-line options.)

The —v option varks cummulatiely: it allows for up to —vvvv to specify the deepest (dgblevel of ver-
bosity in the log output. If you are testing a particular feature or trying to reproduce this is the ay to
run for the log to be most helpful to the support team.

NB: Debug logs gow VERY large \ery fast so please maksure you ha enough space in your dedi-
cated log partition and log ptation set up. gng is especiallyevbose in its dely output so tak extra cau-
tion there: proide both the space and the log storag €nbough to handle a lot of writing without serious
performance dgradation.

For the —T option, bear in mind, thatiaking it will disable switching to an alternate (nonvpeged) user
from root.

Running Gigapxy is twial once the configuration has been properly set up: launch the moduiaduindi
ally or via a control script.

Gigapxy can be considered running and fully functional when a gws(1) is running with at least one gng(1)
controlled by it. A gws(1) may run on itsva without a single gng(1) attachedtht will not be fully func-

tional: it will NOT be accepting user requests for data until a gng conneots.cguld still check on it by
requesting a status report via admin port.

A gws(1) shutting dan gracefully (after one of the qut ianals: TER IT or INT will also shut
down all its engines. This bewiar could be werridden in ﬁ%% con'figuralt\l/ldn% sg?ﬂargI agﬂ\st a norrlrj1al
situations or bgs causing a graceful exit(3) instead of a crash. Please refer to the gws.conf(5) for details.

If a gws(1) crashes, the subservient engines will not shwi @b once bt after N attempts to re—connect
with a gws(1) at the same (s@&tkpath. The associated parameters are also configurable.

Requesting data (user equests)
gws(1) has listeners on dwports for user and admin HTTP requests. The user-request formats are:

URIs for multicast sources support SMM (soetspecific multicast) via
{source—addr}:{mcast—-addr}:{mcast—port} specifier
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a) http://{addr}:{gws_port}/{cmd}/{mcast-addr}:{mcast—port} OR
http:/{addr}:{gws_port}/{cmd}/{sc—addr}@{mcast—-addr}:{mcast—port}
WHERE

{addr}:{gws_port} ::= IPv4/6 address of the usezquest listener;

{cmd} = udp;

{mcast-addr}:{mcast—port} :=IPv4/6 address of the mulitcast group;

{src—addr} ::= source address for (SSM).

NB: IPv6 addresses arevedys specified as [{addr}]:port, as if18::1]:5056.

This (udpxy-style) type of request specifies multicast group as the data source and the requesting HTTP
connection as the destination.

b) http://{addr}:{gws_port}/sc/{channel-uri}/dst/{client-uri}

WHERE
{addr}:{gws_port} ::= IPv4/6 address of the user-request listener;
{channel-uri} == URI for the channel (see format beflp
{client-uri} ::= URI for the client (see format belo);

URI format: {protocol}://{path}?{query}

c) http://{addr}:{gws_port}/${alias}

This type of request uses hamnel alias: a dollar—sign preé® name that resag to a URL for a channel
within a group. Refer to channels.conf(5) for details on configuring channels using aliased groups.

Supported protocols are: FILE, TCP, UDP, HTTP. Belre a fev examples of requests using feifent
protocols and formats:

a) http://acmecom:8080/st/file:///opt/data/somefildat/dst/?a=bb&c=dd
gws(1) is listening on port 8080 at acme.com
Channel is a file with the full path: /opt/data/somedi

The request has an associated query 'a=bb&c=dd’ which could be used to specify additional
parameters for the session.

Client (dst) is not specified, which @eits to the connection of the HTTP request.
The contents of /opt/data/someifilat will be sent to the client; at EOF point the engine willitv
(in a non-blocking manner) for the file tapand (be appended with more data) and, if the file

gets epanded, will send the nedata to the client. If the file does nofpand within a certain
(configurable) time period, the channel will time out and the clients’ sessions will be terminated.

b) http://acmecom:8080/st/udp://[ff18::1]:5056/dst/file:///opt/data/somefikdat
Channel is a multicast group with IPv6 addré$8:f1, port 5056
Client is a file with the path: /opt/data/sometibt

The engine will write ayndata arning for the channel (multicast group) into the named file. The
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channel may time out if no data agiwithin a certain time period, in which case the session will
be closed. If thers’an error writing to the destination file, the session will also end.

c) http://acmecom:8080/st/udp://[ff18::1]:5056/dst/
d) http://acmecom:8080/udp/[fL8:1]:5056

The two requests alve are equialent (just stated in twdifferent formats).

Both specify channel as the multicast grodpdf1]:5056 and the (requesting) HTTP connection
as the client. A timeout may occur on either of the pdtvweonnections here, either of theotw
connections could also be beykby the peethus terminating the session.

e)
http://acmecom:8080/st/http://10.0.1.12:4056/udp/224.0.2.26:4033?kk=yy/dst/tcp://192.168.12.10:5051 Pmm=f

specifies that channel data comes as a response to the HTTP GET /udp/224.0.2.26:4033?kk=yy
request sent to http://10.0.1.12:4056. Whateapplication handles HTTP requests at that
address isxpected to reply with a data stream destined to a TCResooknected to the address:
192.168.12.10:5051. This session also has an associated queryf”’ mvhith could hae a
meaning in the conte of the gven session.

This request underlines Gigxy’s capability to cascade atdisy-chain’ requests, and, therefore,
link its instances or itself up with other applications compliant with either of thedquest for
mats (‘udp-channel’ andstc-dst pair’). A chain, such as, for instance, udpxy -amy ->
udpxy -> media players made possible by this functionality

f) http://acmecom:8080/$TV9

requests to use an aliased channel TV9 as the source, the destinatawitidgfto the requesting
connection.

0) http://acmecom:8080/st/$TV9?key=BF094744c5/dst

requests the same aliased channel iajgy format and appends theylparameter to the URL
the alias resoks to.

h) http://acmecom:8080/udp/10.0.11.26@224.0.2.26:5050 OR
http://acmecom:8080/st/udp://10.0.11.26@224.0.2.26:5050/dst/

request (via SSM) a multicast channel at 224.0.2.26:5050 coming from 10.0.11.26, takimg adv
tage of IGMPv3.

For further details on aliased channels one should refer to channels.conf(5)

HTTP URL r e—direction
A client could be re—directed to an alternate source if the requested channel happens vailad|arat
the time. gws wuld reply with HTTP 302 (M@ed Temporarily) in the hope that the client scite recog-
nizes the code andowld follow the re—direction link. gws performs a basic comparison check to ensure
that theres no re—direction loop, yet the responsibility (re—direction loop detection eptien) lies on
the client side.

Version 0.2 June 27, 2014 5



gigapxy(1) gigpxy manual page apxygl)

HTTP HEAD support
HTTP HEAD requests can be used to check for charadbility. gws treats HTTP HEAD in the same
manner as it wuld treat a GETwith the eception that it wuld not send back grchannel data; neither
would it forward ary information to a gng. Re—direction, wever, is still performed as appropriate.

Administrati ve requests
Gigapxy listens on a dedicated TCP port for administratiequests. The request types are aswbelo

a) reports: http://{addr}:{port}/eport?type={type}&format={format}&cahed={0|1}

WHERE:
{type} ::=traffic|tps

{format} ::= html|web|xml
Gigapxy supports the follving types of reports:

TPS (trafic, tps) - throughput statistics on aetichannels and clients.

The aailable report-output formats are:

HTML (html, web) - output as an HTML/web page.

XML (xml) - output as an XML page.

Other popular formats, such as json are also planned for the future.

Note: generation of throughput statistics should be enabled in appropriate config settings for TPS reports to
work.

Caching: gws(1) may cache its reports for a certain time period, defined apas.cache_timeout_ms

in gws.conf(5) The request URL may requesfiidation of the cache by using ¢exl=0 parameteiNB:

this is to be used when getting the most actual data is critical. In all other cases, using cachedidgorts w
be a wiser choice, gimg CPU resources when mareport requests come in close proximity

b) drop/disconnect a channel or a client: http://{addr}:{pordfa?channel={chan-
nel_tag}&client={client_tag}

WHERE:

{channel_tag} is the name tag for the channel;

{client_tag} is the name tag for the client (within theagi channel). If client parameter is missing, then
channel={channel_tag} with all its clients will be disconnected.

Both channel and client must be specified exactly as TPS reports display theimst&nce, for a multicast

channel tagged as UDP://224.0.12.15:7010 (please do mind that URI parameters, such as authorization cre-
dentials etc., are not included) and a client tagged as TCP://192.168.10.15:50905, with gws listening for
admin equests on 127.0.0.1:4047, the request:

http://127.0.0.1:4047/dip?dannel=UDP://224.0.2.15:7010&client=TCP://192.168.10.15:50905 will
drop (disconnect) only the client, lgang the channel up and running, whereas
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http://127.0.0.1:4047/dip?dannel=UDP://224.0.2.15:7010 @uld drop (disconnect) all clients within the
channel and cancel/disconnect the chasneBound data stream.

gws, upon recging a drop’ request, looks up théannel record (bt not the client), locates the appropri-
ate gng and relays the request to it. It is not the responsibility of gws to fulfill the request (since gng han-
dles it from there), so gwsomld report success (HTTP 200 OK) as soon as the request is sent to gng. If the
client in the request isvalid, the error will only be dissmred by gng which sends no feedback to the
requess origin. Should the request be successfully fulfilled by gng, it will report client/channel drops to
gws, resulting in appropriate entries added to the access log (see gws.conf(5) for more info on gws logs).

c) ping/status of the service: http://{addr}:{port}/ping or http://{addr}:{port}/status; stategwkord is sup-
ported to comply with the udpxy status command (which, fiecefresulted in a status report), which is
NOT the equvalent ping, neertheless, as used to check if the service is up; the preferegdidrd for
gigapxy is, of course, ping. gws returns HTTP 200 whesieit receves the command.

d) disconnect all clients and channels: http://{addr}:{po&¥et - this will hae gws send SIGUSR2 to all
attached gng instances. SIGUSR?2 directs a gng to drop all its channels and clients.

AUTHORIZA TION
Gigapxy utilizes authorization helper— user—supplied components — communicating with gws(1) via
STDIN and STDOUT. With authorization enabled (via config), each user request results in an authoriza-
tion request sent to @want auth helper. An illustratt example of a helper is prodvided at:

/usr/share/gigapxy/scripts/gauth.sh

An authorization request is axtestring terminated by CR/I_-with the following fields sepated by white-
space:

[ID] [peer] [sour ce] [destination] [CRLF]

[ID] is A{num}, where {num} is a sequence number generated by gws; Example: A3404;

[peer] is combined IP address and port of the remote host requesting access; Example:
104.12.33.67:12301;

[source]: URI of the channel being requested and the authorizatiorenjtok$Example:
udp://224.0.2.12:5011?auth=ef031204ba0c.

NB: The format of the authorization tek is not dictated in gnway by gws: it5 a mere corention
between the client requesting access and the (user—defined) authorization logic embedded in. tipeelper
passes what it recognizes as source to auth helper as is.

[destination] is URI for the destination or '’ for destination being the requesting TCP connection; Exam-
ple: —;

[CRLF] is a sequence of ter symbols with ASCII codes 0x0d and Ox0a.

The example request will be as belo
A3404 104.12.33.67:12301 udp://224.0.2.12:5011?auth=ef031204ba0c -

The helper alidates the request and responds in theiatig format:

[ID] [r esult] [CRLF]
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[ID] is the request ID, i.e. A3404 in our case.

[result] is a numeric alue that gws recognizes as an apyal code if 0 (zep) and as denial otherwise.

Therefore, an appval for the request ale should look as:
A3404 0

NB: A denial code could be arbitrary as long as it is non-zero; gws logic recognizesfaredide between
1 and 210045, theboth indicate denial of access and result in the 4@Biéden HTTP response being
forwarded to the client; then the client session ends.

Since gws does not kia ary guarantee that a helperowd not block on a request, it times out auth
requests using the applicable settings for user requests (please see gws.conf(5) for the particular settings). If
a client/user request times out on handling an authorization task, tngedrmuth helper gets kill(2) —ed.

Do male sure your time—out settings for user requests are well-balancedwoaatiple time for auth
requests to complete gracefulAso, ensure that enough auth helpers are running to distribquests to.
gws(1) issues arnings about a sho auth helper when it detects one (at a time—out), a sequence of such
warnings vould indicate a mis—comfiguration issue.

Expiration date for trial v ersions of gigapxy
Please not that all betaewsions come with arxpiration date that is displayed in round bretskin applica-
tion info. Running a gigpxy module (gws or gng) with -V option will display the application info line.
Gigapxy will not run past thexpiration date or if it cannot reliably tell what time it is, by contacting an
NTP service wer the internet. This feature is not applicable to non-trial (commercially licenssdions

of gigapxy.

AUTHORS
Pavel V. Cherenkv

SEE ALSO
gws(1),gng(1),gws.conf(5),gngonf(5),channels.conf(5),gigapxsuth(5)
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NAME
gws — Gigapxy web service daemon.

SYNOPSIS
gws [-h?TvVgkU] [-C config_file] [-I Igfile}] [-p pidfile]

DESCRIPTION
gws is the front—-end module of Gigxy: It handles user and administvatirequests submitted via HTTP
protocol. The format of requests is described in the gigapxy(1) manpage.

gws dispatches user requests to &igy engines, instances of a gng(1) daemon. At least one gng should
be running for Gigpxy to accept requests for data. A gws can control up to 64 engines.

gws tales its parameters from a configtion file, which is either gws.conf or gigapggnf by de&ult and
can contain sections for armr all gigapxy modules. gws will look for the dadilt configuration in a) cur
rent directory; b) /etc; c) /usr/local/etc. abh to a specific configuration file could bevegi at com-
mand-line (see OPTIONS). Configuration options for gws are described in detail in gws.conf(5) man-

page.

gws rereads its configuration in response to SIGHgWs will force-rotate its log in response to
SIGUSR1.

OPTIONS
gws accepts the folleing options:

-h, ——help, —?, ——options
output brief option guide. This is Nlthe behaior when run without parameters.

—-C, ——config path
specify configuration file.

-1, ——logfile path
specify log file.
—-p, ——pidfile path
specify pid file.
=T, ——term

run as a terminal (non-daemon) application. This is thauttebehaior when gws is run by a
non-prvileged user—T could be specified when run as root in ordelTN@become a daemon,
for instance, for dailmging purposes.

-V, ——verbose
set the lgel of verbosity in the output. This option could be repeated to get to the desieéd le
which is 0, unless the option is used at least onceell0ewill reduce output to theewy essential
log entries of NRM (normal) priority; leel 1 will set \erbosity to output to INF (ird): suitable
for monitoring lut not deligging; level 2 will enable DBG (debg) level for most (It not all)
application modules; ‘el 3 will set DBG (delng) for all modules. This switch has a rather
inflexible nature, for more precise setting of logdls please use config settings alone.

-V, ——version
output applicatiors version and quit.
—g,——quiet

send no output to terminal. This is to supressarnput normally sent to standard output or error
streams. Unless specified, when run from a noritgged account, gws will miror diagnostic
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messages sent to the log (as specified with the I option) to standard output.

—k,——oldmcast
use lgagy multicast API. gws uses wer protocol-agnostic API by dailt, some (older) sys-
tems may not fully support it oxkibit erroneous belvéor when using it. Enabling this option
will have gws use the older protocol-specific multicast API.

—-U,——unauth
Disable authorization (if configured). This option alfoa quick command-lineverride to dis-
able whateer authorization method has been configured.

AUTHORS
Pavel V. Cherenkv

SEE ALSO
gigapxy(1),gng(1),gws.conf(5),gngonf(5)
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NAME
gws.conf — Gigipxy web service daemon configuration file.

DESCRIPTION
gws(1) is the gigapxy(1) web service daemon, responsible for processing incoming requests. The configu-
ration file contains the parameters read by the daemon at launch. The config file is human-readable and is
in libconfig format. An exkample of a gws.conf is pwided with the installation; please refer to it or the lib-
config manual.

Once the parameters are read by gws, the daemon operates with alhwese wil the configuration is
re—loaded in response to SIGHUP.

All gws(1) settings bginning with the ws. prefix, as in ws.section.gar. A configuration file could contain
other (non-gws) settings too; gws will simply digaed those.

The configuration settings arevgn belav. The de&ult value for a setting is gén in square braeks as
[default]. Parameters without dafilt values are mandatory.

ws.ngsoclket_path = path [har/run/gpx-ngcomm.soclet]
is the domain soek path for communications between gws and the attached.gng’

ws.ngforce_shutdavn = true | false [true]
If true, gws will attempt to shut dren (kill -SIGTERM) all attached ng’on shutdan.

ws.ngpick_method = method [ound-robin]
gng selection method, using one of the fwellg criteria: ound-robin - next engine from the (circular)
list; min-channels - engine with the minimum channels; min-clients - engine with the minimum clients.

ws.ngaccept_min_attached = num [1]
The number of NGs that should be attached to this gws before it can accept user requests.

ws.split_channels = true | false [false]
When set to true, gws chooses a gng fegrg nav client before aything else, using ws.rgick_method.
This allons to load-balance a single channel to multiple gng-s/cores. Taeltdefethod (with this setting
off) matches one channel to a particular gng: all clients for that channel get handled by the initially-
assigned gng.

ws.log*
Below are the settings pertaining to fdient modules within gws(1). Settingnbosity for one of those
allows to \ariate debig log detailization for specific modules within the program. Netyemodule though
has a specific \el attributed to it; most deiult to the non-specific commonel.

The follow settings are for the application (dg) log. Application log capturesakious actions as thie
happen without anspecific focus.

ws.loglevel_default = err| crit| warn| norm| info| delug [info]
Defines the beel of verbosity for the log across all modules.
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ws.loglevel_common = err| crit| wam| norm| info| detug [info]
Sets the Ieel of verbosity for non-specific modules. NB: setting thigelleto delug will result in a VERY
verbose output.

ws.loglevel_syscall = err| crit| wan| norm| info| delug [info]
Sets the leel of verbosity for system call and libc wrappers.

ws.loglevel_bufd = err| crit| war n| norm| info| delug [info]
Sets the leel of verbosity for (stream)uffer management operations.

ws.loglevel_tput = err| crit| warn| norm| info| delug [info]
Sets the leel of verbosity for operations on throughput statistics.

ws.logfile = path
Full path to debg log.

ws.logmax_size_mb = num [16]
Maximum file size (in Mb, i.e. 1048576-byte chunks). Log is rotated when this sizecsded. gws will
force—rotate its current log in response to SIGUSR1.

ws.logmax_files = num [16]
Maximum number of files to rotate to. Thexheotation after this limit remaes the oldest rotated log.

ws.logtime_format = local| gmt| raw| raw_mono| no_time| [local]
Sets format to display timestamps for log entries. local will loglocal-timezone specific time in ¥YYY
MM-DD HH24:MI TZ format. gmt will log GMT time in the same human-readable format as loea; r
logs high-resolution time as the number of seconds.nanoseconds since the Epoch (1970-01-01 00:00:00
UTC); raw—mono logs system-specific monotonic time (used for timespan measurement, not correlated to
clock time). no_time logs no time at all.

ws.logshow_pid = true|false [true]
Display PID as a log entry field.

ws.logenable_syslog = truelfalse [true]
Write errors, varnings and critical messages to syslog(2).

ws.access_lag
The following settings are for gws access log, serving a specific purpose of capturing channel and client
session statistics. Access log is updateghetime a ne data stream is opened or closed. The entry types
are:

OPEN_CHANNEL channel_addess
gws opens a connection to thevgn channel. Data starts limg from the channel (specified byan-
nel_addess) into internal storage and on to channel subscribers.

CLOSE_CHANNEL channel_addess num_user
gws closes a connection to thergn channel (specified byjx@nnel_addess). num_useiwere subscribed to
the channel at the point of closure.
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OPEN_CLIENT client_address biannel_addess
A client at client_add¥ss successfully subscribes to channel linoel_addess. This is prior to the
moment when the first chunk of data gets sent to the client (by designated gng).

CLOSE_CLIENT client_address bannel_addess num_ussruptime nbytes npkts
Client session ends; summary statisticarshg: number of subscribers num_usésft for the gven chan-
nel; session uptime siwo as seconds.nanoseconds; total bytes (nbytes) transferred; totaktgiabkinks
(npkts) transferred.

NG_ATTACH/DETACH/QUIT pid index fd
New gng(1) attached/detached/quit to/from gws(1). vidhare: gng pid, internal inaeand connection fd.
NG_QUIT means that gng may e sent no CLOSE_xx messages prior toxis e

AUTH_START/EXIT pid
Authorization helper starteddéed. Shavn is the helpes pid.

ws.access_lafjle = path
Full path to access log.

ws.channel_goups = path ]
Full path to aliased channel-group configuration file (if)aff empty no channel groups will be defined.
See details on aliased channel groups in channels.conf(5)

ws.channel_goup_refresh = um [0]
Check e@ery N seconds if channel-group config file changed, re-load and applgimennel-group settings
if it did.

ws.access_lagnax_size_mb = num [16]
Maximum file size (in Mb, i.e. 1048576-byte chunks). Access log is rotated when this sizecdezl.

ws.access_lagnax_files = num [16]
Maximum number of files to rotate to. Thexheotation after this limit remaes the oldest rotated access

log.

ws.access_lagme_format = local| gmt| raw| raw_mono| no_time| [local]
Sets format to display timestamps for log entries. Seegigne format for details.

ws.access_laghowv_pid = true|false [true]
Display PID as a log entry field.

ws.listener*
The following are the settings equally applying to listeners of tretiypes of requests (admin and user)
handled by the application.oM can define up to 32 user and 4 admin listeners. See gigapxy—com-
mented.conf for arxample of multiple—listener config.

ws.listener*.alias = unique-alias [{ifc}:{port}]
Unique human-readable identifier for theagi listener Populated by dafilt by interhce name and port
(see belw) separated by colonoFifc=ethO and port=3030, the alias, unless specified otherwisdd Wwe
set to eth0:3030.
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ws.listener*.ifc = interface [any]
Name or the address of the netwinterface for the listener of requests. aall signifies the "anoymous’
interface with the address of 0, which means that the first eligibleorietnterface will be piclked by your
OsS.

ws.listener*.port = number
Port number for the listener

ws.listener*.default_af = inet | inet6 [inet]
is the addressafmily to be used when an intace cannot be uniquely liall to a &mily. For instance, an
interface could hee both IPv4 and IPv6 addresses associated with it.

ws.listener*.is_safe = true|false [false]
Perform no authorization checks on user requests from this listenar &i)o

ws.pidfile.directory = dirname [/ar/run/gigapxy]
Directory for the pidfile (must be writable by ws.run_as_user).

ws.pidfile.name = filename [gws—{user_port}.pid]
Name (w/o directory part of the path) of the pidfile, theadifvalue uses the user-request listener port
number

ws.idle_clk_ms = milliseconds [-1]
Time (ms) to vait before doing anidle-time tasks, —1 = no limit. This sets the resolution (or granularity)
for the timeouts or another tasks done in idle time. The adt value will have it perform idle tasks only
when an actuaivent (connection, signal, etc.) interrupts thetioop.

ws.max_sockts_to_accept = num [127]
Max number of soakts to accept in onevent. When an incoming connection breaks theneloop, the
module will try to accept(2) up to this limit of mesoclets.

ws.multicast_ifc = name [any]
Default interfice to use for sourcing multicast data.

ws.rcv_low_watermark = num [16]
Do not trigger a so&k READ &ent unless at least num bytevé®een receed.

Wws.run_as_user = username []
Run as this user when running as a daemon (if erdptgiot switch).

ws.run_as_uid = uid [-1]
Run as the gen user (uid) when running as a daemon (if -1, do not switch). If gid is not specified, then
gid = uid. uid > 0 will @erride run_as_user.

ws.run_as_gid = gid [-1]
Run in the gren group (gid) when running as a daemon (if -1, gid = uid).
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ws.tcp_no_delay = true | false [true]
Set TCP_NODELX option for each accepted s@tk

ws.use_http10_get = true | false [false]
Use HTTP/1.0 in channel (GET) requests for data. This is to prohibit ther seruse chunkd transfer
encoding in response. nginx, often used as a proxy,l&mger chungd encoding enabled by deft and
may send video stream wrapped as HTTP chunés.nBy, gigapxy does NO@ support parsing HTTP
chunks in video streams.

ws.user_ping = true | false [false]
Allow ’'ping’ or 'status’ requests on user—request listeners. NB: this featurevisl@dosolely to maintain
compatibility with udpxy which has no dedicated admin listeners. User-side pings are disablecbly, def
DO NOT ENABLE unless absolutely necessailis considered a safer practice to use admin listeners for
all admin requests.

ws.legacy multicast_api = true | false [false]
Use older @&mily-specific) APl to manage multicast subscriptions.

ws.non_daemon = true | false [false]
If started as root, become a daemon if true.

ws.enbrce_coe_dumps = true | false [false]
When set to true, the procesvakes the necessary syscalls to m#kelf coe-dumpable and set core limit
to unlimited. The defult value of false leges it to the shell datilts. NB: Under certain Linuxarsions,
UID-changing daemons become non-core—dumpable (see/dys/fs/suid_dumpable and ptl(2) for
details).

ws.quiet = true | false [false]
No output to stdout/stderr if true.

ws.process_limits.*
This section allews to impose limits on the running process via setrlimit(2) syscall. Memory limits are
specified as strings containing numerals and an optional denomindbor suwth as Kb, Mb or Gb. The
number can ha a fraction, so "1.5Kb"valuates to 1024 + 512 = 1536 - thedue to be submitted as a
limit. "0" value or omission of a limit parametervea current (system-imposed) limit unchanged.

ws.process_limits.rss = {N}{suffix} ['0"]
Resident memory cap: a process canroeed this amount in resident memamnemory allocation call(s)
should &il. NB: This limit cannot be enforced under Linux, where ibuld be replaced by RLIMIT_AS
(virtual memory cap). If both RSS and VMEM are to be limited under Linux, the smaliex & used with
RLIMIT_AS. Under FreeBSD, RSS limit is fully supported.

ws.process_limits.vmem = {N}{suffix} ["0"]
Virtual memory cap = RLIMIT_AS. Used in place of RSS cap under Linux. Both Linux and FreeBSD fully
support it.

ws.http_read_timeout_ms = milliseconds [200]
Timeout (in milliseconds) to read an HTTP—-message portion.
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ws.user_lequest_timeout_ms = milliseconds [500]
Timeout (in milliseconds) for a user request to be processed.

ws.admin_request_timeout_ms = milliseconds [300]
Timeout (in milliseconds) for an admin request to be processed.

ws.module_equest_timeout_ms = milliseconds [100]
Timeout (in milliseconds) for a module request to be processed. Module requests are those that go between
gws and gng.

ws.http_data_content_type = type_specifier [application/octet-eam]
HTTP Content-¥pe for data payload.

ws.channel_sample_timeout_ms = milliseconds [-1]
Pre-sample each wechannel trying to read from it with thevgn timeout; unless -1 == timeout, then do
NOT pre-sample channels. NB: channels will be pre-sampled by gws, which will therefore wait d&d suf
the associated lateppenalty

USE WITH DISCRETION.

ws.tput_stats.*
The following section specifies the parameters needed for engines to report traffighput statistics,
gueried usingeport admin request. See gigapxy(1) for details on reports and admin request particulars.

ws.tput_stats.enabled = true | false [true]
Do not pravide channel/client statistics unless true. Please note that engines will use additiongt@BU c
to gather and calculate refent statistics.

ws.tput_stats.channel_path = posix_shmem_path [/gxy-cha.shm]
POSIX shared memory path for channel statistics (<= 32 characters).

ws.tput_stats.client_path = posix_shmem_path [/gxy-cli.shm]
POSIX shared memory path for client statistics (<= 32 characters).

ws.tput_stats.max_channel_ecords = hum [250]
Max number of records (across all engines) in channel statistics. This should be no less than the maximum
number of channels to be handled at once.

ws.tput_stats.max_client_ecords = num [1000]
Max number of records (across all engines) in client statistics storage. This should be no less than the maxi-
mum number of clients to be handled at once by all engines.

ws.tput_stats.max_speed_delta = num [8]
Max difference (in Kb) between channel and client speeds. Speed delta is visible in TPS reports and will be
highlighted if delta getsxeeeded.

ws.report.*
The following section specifies the parameters needed to support generatioioo$ veports.
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ws.report.default.type = name [traffic]
Default report type to use (with a URL not specifying one).

ws.report.default.format = name [html]
Default report format to use (with a URL not specifying one).

ws.report.memory.min = bytes [524288]
Initial memory for the spooludifer (to contain full report t& prior to the output).

ws.report.memory.max = bytes [16777216]
Maximum memory for the spoolffer (to contain full report & prior to the output).

ws.report.max_send_attempts = num [16]
Max number of transfer/send/output attempts te ibkannot output all at once.

ws.report.cache_timeout_ms = num [500]
Reports will be cached and sedvto subsequent requests within this timespan (ms), drdd€hed at all if
the value <= 0 (a fresh report will be generated for each request).

ws.report.backup_file = filepath []
File to sae each report into y@rwriting the preious one). If emptydo NOT save.

ws.sync.egular_timeout_ms = ms [500]
After a GNG attaches, synchronize (reteechannel/client stats from TPS cache in N ms after the attach.
Enabled only if TPS (ws.tput_stats.enabled is true).

ws.sync.brced_timeout_ms = ms [10000]
If at least one GNG is attached, synchronize (negjichannel/client stats from TPS caclverg N ms.
Enabled only if TPS (ws.tput_stats.enabled is true).

ws.redirect.err_channel = dlannel_URL ]
Redirect client (via HTTP 302) totannel_addess if requested channel is wadable (for ag reason
other than an error in an internal component chgiy). Channel URL must be a full HTTP URL that will
be returned to client via HTTP 302 response.

ws.redirect.no_access =hannel_URL []
Redirect client (via HTTP 302) tolmnnel_addess if access to the requested channel has been denied (by
an authorization helper). Channel URL must be a full HTTP URL that will be returned to client via HTTP
302 response.

ws.psensors.*
Performance sensors alldo measure resource utilization between specific points within the applica-
tion, using the metrics pvided by utime(2) utime(2) call at each end of the senédirsensor data will be
printed out at the applicatiorxiein the format similar to the output of time(1) utility

Performance sensors are augding/profiling &cility and incur additional load on the system.
USE WITH DISCRETION.
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Defined sensors:
app = application runtime;\e loop = esent processing (alivents); @ read = reading/processing inbound
data; & write = writing/processing outbound datay esrr = processing errorv@nts; & pp = post—pro-
cessing eents; ws_useaf = processing user requests; ws_adme processing administrag requests
(reports, etc.).

ws.psensors.enable_all = true|false [false]
Enables all sensors if true, disables all otherwise. This is to initialize the set of enabled-sensor flags to
either all ones (if enabled) or all zeros. This setting is to be used in combination with ws.psensors.except.

ws.psensors.except = sensor_list []
Enables sensors in the list if ws.psensors.enable_all is true, or disables those sensors if falsayThis w
enable_all is used to initialize the set of sensors whileept narravs it davn by enabling/disabling its spe-
cific elements.

EXAMPLE A:

ws.psensors.enable_all = true; # Enable all sensors.

ws.psensorsxeept = ['&_read", "&_write"]; # Disable those listed herein.

Enables all sensorseept & read and e_write.

EXAMPLE B:

ws.psensors.enable_all alde; # Disable all sensors.

ws.psensorsxeept = ['&_read", "&_write"]; # Enable those listed herein.

Enables e read and e_write sensors, all others are disabled.

ws.auth.*
Authorization helpers are usdefined applications (plug—ins) used by gws to screen user requests, based
on request-specific data, such as user address, request URI, etc. gws startsvenal dre§igers and com-
municates with them via pipes connected to helpers’ STDIN and STDOUT streams. Example helper scripts
(alp-auth.sh, b2p-auth.sh) for awsupported protocols are pided in /usr/shag/gigapxy/scrpts under
Linux (/usr/local/shae/.. under FreeBSD).

ws.auth.enabled = true|false [false]
Enable helpers unlesal$e.

ws.auth.helper_potocol = "A1P"|"B2P" ['A1P"]
Defines the communication protocol between gws and auth IselpdP is the older/simpler protocol,
please see details in gigapayth(5)

ws.auth.b_fields = fields ["USDP"]
This B2P-specific setting defines the fields (and their order) to be sent to auth hétpeesaluation.
"USDP" stands for URL, Saze, Destination andé®r - they will be sent to helpers in that ordé&uwll list of
protocol-supported fields can be found in gigapugh(5)
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ws.auth.exec =xec_path_with_pams []
Specify full path to the helpexecutable with all command-line parameters. This constitutes a complete
absolute—path to the helper binary with all required command-line options and parameters. NB: all helpers
will be launched under user/group specified in ws.run_as* settings.

ws.auth.min_helpers = count [1]
Number of helpers to start with anavalys lkeep running.

ws.auth.max_helpers = count [1]
Maximum number of helpers to run.

ws.auth.deny_no_auth = truelfalse [false]
Dery access to URIl/resource if authorization cannot be performed (due to an internal errar)byllo
default so that authorization framverk failure would not result in denial of service.

ws.auth.no_spawn_tmout = ms [5000]
Maximum time (ms) to disall® launching helpers after suspected cascading crashes. When a helper
crashes shortly after being launched, gws disables further helper launches for the configured time period.

ws.auth.aux_params = list_of _pams []
Additional A1P-specific parameters passed to auth helpers. Vdiahle parameters are:

listener-alias = alias for the originating listener

ws.auth.can_ewrite_endpoints = true|false [false]
Instructs gws using B2P ptocol to be ready to re-write Saze or Destination endpoints if specified in
auth helper response message.

ws.auth.allov_custom_urls = true|false [false]
Instructs gws using B2P ptocol to allav URLs that do not folle the two gigapxy-oriented patterns
(udp/addess:port or st/s_url/dst/d_url). This setting should be true if auth hekparere to match custom
URLSs to custom Souae/Destination.

ws.auth.cache.*
Negative authentication responses can be cached by gws. Thigsdibo much &ster response when
helpers’ time is at the premium and may better chances in case of a DOS attack. Theezatoe’
method is LRJ (least recently used) and each entry (source URL) has a time-out.

ws.auth.cache.enabled = truelfalse [false]
Enable response cache if set to true.

ws.auth.cache.max_ecords = num [5000]
Set the maximum number of items in cache. If the number goes hagtnaritems will be LRJ—evicted.

ws.auth.cache.expiry_sec = num [300]
Set the lifespan of a cache item, in seconds.

AUTHORS
Pavel V. Cherenkv
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SEE ALSO
gigapxy(1),gws(1),gng(1),gngonf(5),channels.conf(5),gigapxsuth(5)
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NAME
channels.conf — Gigpxy channel—-group configuration file.

DESCRIPTION
gws(1) uses channel—-group configuration to define channel sources that could be referenced not by absolute
address bt via an alias. An alias is a name prepended by a dollar-sign chagwesgras it processes a
URL, recognizes an alias and translates it to an absolute—address URL to be used as a source.

An alias creates a name—-to—URL mapping for user requests.

An example channel—-group configuration is yided with the installation at /usr/steldoc/gigapxy under
Linux or /usr/local/shag/doc/gigapxy under BSD. channels is the toelesection, under which channel
groups are listed/defined. The parameters used in configuring a single channel group arevas belo

alias
This is the name to be used in URLs with the dollar-sign prefix. The name/alias will be translated into one
of the URLs from the set defined for theeagi group.

urls
The URL to resole the alias to. A URL may contain an aliag bnly to be resokd remotely (by the
gigapxy daisy—chained to the current one). In the future, more than one URL (with a load-balancing
option) may be supported for this setting.

EXAMPLE
This is what contents of a channels.conf file may lookelik

channels = (
{ alias ="TV5"; urls = ["file:///opt/prog/tv5/channel-den.ts"]; },
{ alias = "NightLife"; urls = ['udp://10.0.24.16:5054"]; } );
Aliases are used with a doHaign prefix. A request to TV5 channel thus may look as:
a) http://acme.com:8080/$TV9
Or, in src/dst format, with a custonek parameter:
b) http://acme.com:8080/src/$TVIZkBF094744c5/dst

AUTHORS
Pavel V. Cherenkv

SEE ALSO
gigapxy(1),gws(1),gws.conf(5)
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NAME
gigapxyauth — Gigipxy authentication manual.

DESCRIPTION
gws emplgs helpes — custom scripts — to authenticate and authorize incoming user requestappii
cation reading from STDIN and responding via STDOUT could sexg a helper as long asspeaks’ one
of the two communication protocols: A1P or B2P. This page is dedicatedvinggthe insight into auth
helpes, emplged protocols and associated capabilities.

Common features:
Both protocols hee things in common. Firstlyhey are tetual and line-oriented: a message isx $tring
ending with CRLF ASCII sequence (single LF symbol under Linux and FreeBSD). gws writes mes-
sages/lines to helpgria unnamed pipes connecting to the helpers’ STDIN.

Messagexample: B10 P 134.12.12.50:5050

Messages contain fields separated by whitespace. An empty (bklok)ig alvays specified as — (dash).
Some fields are common for both protocols, the first fieldrays the same: Session ID.

Session-ID = A|B{1 .. 2147483647} [examples: A100, A1, B150433]
Identifies the request. The first symbol istpcol_id: A for A1P and 'B’ for B2P. The rest of the field is
session_number - non-zero 32-bit unsigned decimaldete session ID in the incoming message should
match the one in the response.

Result-Code = {0 .. 2147483647} [examples: 0, 1, 111]
32-bit unsigned decimal irger, specifies the result of thevaduation. Only O (zev) code is treated as
APPROVE response, all others currently signify authorizatiaiiure.

A1P request:
A1P uses pre-defined sequence of mandatory and optional fields in each request/response message.

The request fields are: Session-lEePSouce Destination [Listener] (the last field is optional and is added
only if ws.auth.aux_params alue contains listenealias).

A1P requestxample: A102 10.0.1.15:30403 udp://224.0.2.25:303M1b

Peer = address:port
Address/port of the client (that sent the original request to gws)

Source = channel URL
URL of the requested channel, as specified either in udpcasestion of the request URL.

Destination = client URL
URL for the destination. & most requests, destination is the stdonnection that started the request (i.e.
peer), empty &lue (dash) is used to specify it.

Listener = alias
Alias of the listener that accepted the request. Do mind that when using this option, alias must be specified
for each listener in gws.conf.
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A1P response:
A1P responsexample: A102 0

B2P protocol
B2P is an gtension of A1P protocol that mainly addresses the inflexibility of A1Re¢finumber of fields
come in and come out). The core features thatedtmvards creating a meprotocol were: a) custom URLS
and b) endpoint (source/destinatioajwrite capability. B2P accommodates both of these features and pro-
vides future gpansion of functionalityB2P adds one mandatory field to Session-ID, theld~Mask.

Field-Mask = [a-z][A-Z]{16} [example: USDP]
Specifies the fields (up to 16) that will follqin the order the will appear). A single symbol is designated
to each of the recognized fields, the mask is,fecgfa sequence of field identifiers.

Field identifiers:
U = Request-URL - the B2P field that holds URL for the HTTP request, thg iwwas in the header
Example: /udp/224.0.4.56:4504

S = Source

D = Destination

P = Peer
A = UserAgent
L = Listener

r = Result-Code

Field-Mask 'USDP’ means that the message, besides the mandatbdiiglti, must hae four fields of the
corresponding types. gws.conf pides ws.auth.b_fields setting to specify what information gws will send
to auth helpers withvery B2P message.

B2P request:
Example B2P request: B102 UPL /udp/224.0.2.26:5034?auth=0x93fb0ad 10.0.3.14:40887 b

Some fields (r) dort’'make much sense in the request and will be rejected by gws if specified.

B2P response:
It's up to the helper implementation what set of fieldsld be returned,ut at least one field should be.
Absense of Result-Code is assumed as ARRFE as long as other fields are present in the respong. W
all the fleibility, only certain fields will be accepted in by gws in the response message.

Response-appoved fields:
S = source will be re-written to the returnedlue

D = destination will be re-written to the returnedlue
r = APPROVE if 0, DENY otherwise.

A typical B2P denial responseauld be: B102 r 111 (Don’you worry about 111, annon-zero number
would do).

Custom URLs and souce re-write
B2P (and appropriate settings in ws.auth config sectionywalloompletely opaque URLs to be werted
to gigapxy-compliant source/destination pairs. Request-URL field matched to hgfeeific endpoints
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allows to reply with the appropriate Sag (and Destination is needed) and let gws knwhat the end-
points are.

Here's an @ample scenario:

GET /dc03d03332f09a is the original HTTP request as read by gws.

The auth config specifies:
auth: {

enabled = true;
helper_protocol = "B2P";
b_fields = "USP";
exec = "/usr/local/bin/b2p-auth.shaflog/gigapxy/auth.log";
dery_no_auth = true;
can_ravrite_endpoints = true;
allow_custom_urls = true;

h

allow_custom_urls lets gws ignore that the URL could not be parsed intamig endpoints, so both
Souce and Destination remain empty after request has been parsed.

gws sends a B2P request: B1 USP /dc03d03332f09a - 10.0.14.26:40987

Please note that Saze is empty in the request and could be omitted if wewkiitds never needed by the
helper The helper translates the data (usingws togic) into the follaving response:

B1 S udp://226.0.3.14:6060

gws reads the response and assumes the request iSOMEER(no r field but another field present). It
then tales udp://226.0.3.14:6060 as the source endpoint, directing to read fromwée giulticast chan-
nel.

Where do | begin?
Having decided which features yauheed and thus which protocol to select, enakcoy of the corre-
sponding gample helper in /usr/shar/gigapxy/scpts under Linux (/usr/local/shae/.. under FreeBSD).
If you understand the logicubdislike /bin/sh, use gnother language. Once your helper (kind ofrks,
male a tat file (requests.txt) with sample requests (the kind ¢v& most likely processing) and run:

cat requests.txt | auth-helper /ar/log/helper.log

The output will be the response messages. If somethig does not quitethre log (where qur script
writes) should help.

AUTHORS
Pavel V. Cherenkv

SEE ALSO
gigapxy(1),gws(1),gng(1),gngonf(5),gws.conf(5)
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NAME
gng — Gigapxy engine daemon.

SYNOPSIS
gng [-h?TvVq] [-C config_file] [-I Igfile}] [-p pidfile] [-w path] [-P cpunum]

DESCRIPTION
gng is the Gigipxy engine module performing 1/0O on behalf of data requests submitted to gws. The format
of gws requests is described in the gigapxy(1) manpage.

gng attades to the specified gws upon start—up; up to 64 engines may attach to a single gws. The control-
ling gws relays (pre—processed) data requests to the attached engirnesciaian.

gng tales its parameters from a configtion file, which is either gngonf or gigapxyonf by defult and
can contain sections foryaor all gigapxy modules. gng will look for the daifilt configuration in a) cuent
directory; b) /etc; c) /usr/local/etc. abh to a specific configuration file could b&egi at command-line
(see OPTIONS). Configuration options for gws are described in detail inapmd(5) manpage.

gng re-reads its configuration in response to SIGHYRg will force-rotate its log in response to
SIGUSR1.

OPTIONS
gng accepts the follwing options:

-h, ——help, —?, ——options
output brief option guide. This is NKthe behaior when run without parameters.

—-C, ——config path
specify configuration file.

-1, ——logfile path
specify log file.

—-p, ——pidfile path
specify pid file.

—w, ——gws path
specify path to the controlling gws (domain segk

=T, ——term
run as a terminal (non-daemon) application. This is thauttebehaior when gws is run by a
non-prvileged user—T could be specified when run as root in ordelTN@become a daemon,
for instance, for dailmging purposes.

-V, ——verbose
set the lgel of verbosity in the output. This option could be repeated to get to the desieéd le
which is 0, unless the option is used at least onceell0ewill reduce output to theewy essential
log entries of NRM (normal) priority; leel 1 will set \erbosity to output to INF (ird): suitable
for monitoring lut not deligging; level 2 will enable DBG (debg) level for most (It not all)
application modules (please mind thatfdbis NOT at delug at level 2); level 3 will set DBG
(debug) for additional modules, includingubd; level 4 will set all modules to delg. This switch
has a rather infleble nature, for more precise setting of logells please use config settings
alone.
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-V, ——version
output applicatiors version and quit.
—g,——quiet

send no output to terminal. This is to supressarnput normally sent to standard output or error
streams. Unless specified, when run from a noritgged account, gws will miror diagnostic
messages sent to the log (as specified with the I option) to standard output.

—-P,——cpu
Set CPU dinity for the main process. This option a&il® to restrict the main gng process to the
given CPU/core (numbered from 0 to N-1).

AUTHORS
Pavel V. Cherenkv

SEE ALSO
gigapxy(1),gws(1),gws.conf(5),gngonf(5)
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NAME
gng.conf — Gigpxy engine configuration file.

gng(1) is the gigapxy(1) data processing daemon, responsible for the I/O on behalf of user requests relayed
to it by gws(1). The configuration file contains the parameters read by the daemon at the launch. The file is
in easy—-to-read libconfig format. Axample of a gngonf is provided with the installation.

Once the parameters are read by gng, the daemon operates with ahese util the configuration is
re—loaded in response to SIGHUP.

All gng(1) settings bgin with the ng prefix, as in hgsection.paam. A configuration file may also contain
settings intended for other modules; gnguid ignore all non—gng settings.

The configuration settings are listed lveldhe deéult value for a setting is gen in square braeks as
[default]. Parameters without dafilt values are mandatory.

ng.ng_soclet_path = path [Aar/run/gpx-ngcomm.soclet]
is the domain soek path for communications between gws and the attached.gng’

ng.log.level_default = err| crit| warn| norm| info| delug [info]
Defines the beel of verbosity for the log.

ng.log.file = path
Full path to log.

ng.log.max_size_mb = num [16]
Maximum file size (in Mb, i.e. 1048576—byte chunks). Log is rotated when this sizeeisded. gng will
force—rotate its current log in response to SIGUSR1.

ng.log.max_files = num [16]
Maximum number of files to rotate to. Thexheotation after this limit remaes the oldest rotated log.

ng.log.time_format = local| gmt| raw| raw_mono| no_time| [local]
Sets format to display timestamps for log entries. local will loglocal-timezone specific time in ¥YYY
MM-DD HH24:MI TZ format. gmt will log GMT time in the same human-readable format as loea; r
logs high-resolution time as the number of seconds.nanoseconds since the Epoch (1970-01-01 00:00:00
UTC); raw—mono logs system-specific monotonic time (used for timespan measurement, not correlated to
clock time). no_time logs no time at all.

ng.log.showv_pid = true|false [true]
Display PID as a log entry field.

ng.log.enable_syslog = true|false [true]
Write errors, varnings and critical messages to syslog(2).

ng.pidfile.dir ectory = dirname [har/run/gigapxy]
Directory for the pidfile (must be writable by.ngn_as_user).
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ng.pidfile.name = filename [gng—{user_port}.pid]
Name (w/o directory part of the path) of the pidfile, theadifvalue uses the user-request listener port
number

ng.idle_clk_ms = milliseconds [-1]
Time (ms) to vait before doing anidle-time tasks, —1 = no limit. This sets the resolution (or granularity)
for the timeouts or another tasks done in idle time. The adt value (-1) will hae it perform idle tasks
only when an actualvent (connection, signal, etc.) interrupts thaitioop. gng will set the idle clock to
the minimum @lue of a channel/client timeout.

ng.run_as_user = username [J
Run as this user when running as a daemon (if erdptgiot switch).

ng.run_as_uid = uid [-1]
Run as the gen user (uid) when running as a daemon (if -1, do not switch). If gid is not specified, then
gid = uid. uid > 0 will @erride run_as_user.

ng.run_as_gid = gid [-1]
Run in the gien group (gid) when running as a daemon (if -1, gid = uid).

ng.non_daemon = true | false [false]
If started as root, become a daemon if true.

ng.enforce_coe_dumps = true | false [false]
When set to true, the procesvakes the necessary syscalls to m#kelf coe-dumpable and set core limit
to unlimited. The defult value of false leges it to the shell datilts. NB: Under certain Linuxarsions,
UID-changing daemons become non-core—dumpable (see/dys/fs/suid_dumpable and ptl(2) for
details).

ng.no_rtp_strip = true | false [false]
When set to true, the engine does not attempt torednRTP-over-TS into plain TS datagrams (enabled by
default). When stripping’ is disabled, gng auld consider RP paclets as non-TS and relay them AS-IS.

IMPOR TANT: data buffers MUST be memory—mapped (mmap_files or mmap_anonpf gng to
perform RP stripping. Disable RP stripping (ng.no_rtp_strip = true) if using non—memarifdss.

ng.use_sendfile = true | false [true on [BeBSD otherwise false]
Prefer to use sendfile(2) to send out data. Thisesiakoig diierence on FreeBSD, which implements zero-
copy through this syscall. Setting this to true on Linux may or may not impneerformance (so #'false
by defylt under Linux).

ng.quiet = true | false [false]
No output to stdout/stderr if true.

ng.cpunum=-1|0 .. N[-1]
Set afinity to CPU #N (zero-based) for this process, unless -1 (or <0).

ng.process_limits.rss = {N}{suffix} ['0"]
Resident memory cap: a process canroeed this amount in resident memamnemory allocation call(s)
should &il. NB: This limit cannot be enforced under Linux, where ibuld be replaced by RLIMIT_AS
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(virtual memory cap). If both RSS and VMEM are to be limited under Linux, the smaliex s used with
RLIMIT_AS. Under FreeBSD, RSS limit is fully supported.

ng.process_limits.vmem = {NKsuffix} ['0"]
Virtual memory cap = RLIMIT_AS. Used in place of RSS cap under Linux. Both Linux and FreeBSD fully
support it.

ng.max_channels = num [200]
Maximum number of channels alted (per engine).

ng.max_channel_clients = num [500]
Maximum number of clients per single channel.

ng.channel_io_timeout_sec = seconds [5]
Maximum time (in seconds) toait on I/O for a channel.

ng.client_io_timeout_sec = seconds [5]
Maximum time to vait on 1/O for a client.

ng.client_busy timeout_sec = seconds [86400 = 24 hours]
Maximum time for a client session.

ng.can_extend_clients = true|false [false]
If a client times out, check if thesepending (channel) data and the client is writable. If writaktend its
wait period (just this one time) by client_io_timeout_sec.

ng.client_soclet_sndhuf_size = bytes [system default]
Client (sending) soak send bffer size (bytes).

ng.channel_soclkt_rcvbuf_size = bytes [system default]
Channel (rec&ing) soclet huffer size (bytes).

ng.channel_lo_wmark = bytes, 0 = none [0]
Low watermark for channel soets.

ng.client_tcp_cork = true|false [false]
Use Linux TCP_CORK soek option to aggigate client pacsts. Linux only

ng.client_tcp_nopush = true|false [false]
Use BSD TCP_NOPUSH soekoption to aggigate client pacits. BSD only

ng.multicast_ttl = hops [2]
Multicast TTL value set for the outgoing mulitcast fraf

ng.tput_stats.*
The following section specifies the parameters needed for engines to report traffighput statistics,
gueried usingeport admin request. See gigapxy(1) for details on reports and admin request particulars.
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ng.tput_stats.enabled = true | false [true]
Do not pravide channel/client storage unless true. Please note that engines will use additiongtléBU c
to gather and calculate refent statistics.

ng.tput_stats.channel_path = posix_shmem_path [/gxy-cha.shm]
POSIX shared memory path for channel storage (<= 32 characters). Note: should match the corresponding
gws setting.

ng.tput_stats.client_path = posix_shmem_path [/gxy-cli.shm]
POSIX shared memory path for client storage (<= 32 characters). Note: should match the corresponding
gws setting.

ng.tput_stats.channel_eport_ms = milliseconds [5000]
Report channel throughputery N milliseconds. (Wl save the statistics in shared memry

ng.tput_stats.client_report_ms = milliseconds [5000]
Report channel throughpuwtery N milliseconds. (Ml save the statistics in shared memry

ng.tput_stats.max_paclet_delta = bytes [-1]
Warn if two consecutie paclets difer by more that N bytes, -1 = ignore. This settingvesi®o watch out
for inconsistencies in the UDP streams, where all messages are supposed to be of the same size.

USE WITH DISCRETION.

ng.ws.max_teconnects = num [10]
Attempt N reconnects with gws, unlimited if =1, none if 0. If the controlling gws crashes, gresrmak
number of attemtps, separated by pauses, to re—attach to it. Therefore, if a monitor on the crashed gws
restarts it successfullthe formerly—attached grggmay re—attach.

ng.ws.reconnect_delay = milliseconds [500]
Delay (in milliseconds) between reconnect attempts.

ng.http_data_content_type = type_specifier [application/octet-gam]
HTTP Content-¥pe for data payload.

ng.bufd.*
The following section specifies the parameters for the internal cache used by gng to maltiggss to
channel data.dt each channel (that needs to be cached) gng maintains a chaifeod lrepresenting con-
secutve sgments for trdfc data.

ng.bufd.keep_files = true | false [false]
Do not unlink(2) lnifd files (male them visible). This is a debging option.

USE WITH DISCRETION.

ng.bufd.mmap_files = true | false [true]
Map hufd files into memoryResults indster access to cachet lmay &haust host memory
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ng.bufd.mmap_anon = true | false [false]
Allocate huffers in memory w/o using grfilesystem space (i.e.uffers are not ba@d up by files). This
option pravides the &stest access to cachd s limited by process’'memory constraints. It alsoerrides
mmayp_files.

MUST USE mmap_anon OR mmap_files if gu intend to strip RTP datagrams.
gng can only strip RP datagrams in memagrgo memory mapping is a MUST if yoe'handling RP traf-
fic. If you're NOT handling RP and economize on RAM using file-badkhuffers, then please disable
RTP stripping by setting ngo_rtp_strip = true

ng.bufd.mlock = true | false [false]
mlock(2) data bffers into plysical memory Make sure your system parametersallinis, for reference
see mlock(2) manpage.

ng.bufd.data_dir = pathname [/tmp]
Directory to place bfd files into.

The followving three settings tfct the vay gng caches data. There is a certain amount that caeitepler
channel to ensure thatweclients can start reagng data without delayThe settings belo regulate that
amount and set the point (in the cache) from which data getdsera ne client.

ng.bufd.min_total_duration_sec = seconds [5]
Minimum of data cached for a channel, measured in time it took toveeiteiNo channel liifers get reg-
cled until this much data has beenexh The ®act amount preseed in cache could be a afgolut never
below the imposed threshold; gngowld regcle a luffer only if, after its remeal, the cache wuld still
have >= seconds erth of data.

ng.bufd.min_total_size = bytes [1048576]
Minimum of data cached for a channel, in bytes. No charufédrs get regcled until this much data has
been seed.

The two settings abee work in tandem, each of them setting a threshold. gng will consider that enough
data has been cached as soon as either or both of those thresteltdedrareached: if, for instance, the
first setting is 5 seconds and the second one is 10485760 bytes (10 Mb), then enough is as some as we
cached 10Mb or accumulated more than 5 secondhwf data (if the channel is slpit may be less than
10Mb).

Channel data is stored as a sequenceuffiebs, from the most-recently-reseid one - the HEAD, to the
oldest one - theAlL.

A newly—joined client/subscriber needs the first datéfdy to start with. The setting b&lodefines the
algorithm gng would use to pick one.

ng.bufd.start mode =0|1|-1]2[1]
Defines the method to pick the initiaifter for a client:
0 (HEAD) picks the most-recently-receid huffer, offset: 0 (cached: all of the most recenf-b
fer).

2 (EDGE) picks the most-recently-regved huffer, offset: END-OF-IATA (no data cabed).
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1 (MIN_CACHED) picks the huffer that allavs to transfer N seconds or M bytes of datésetf O
(cached: N seconds/M bytes).

-1 (TAIL) picks the oldest liffer in cache, déet: O (cached: all current data for the channel).

All the abare methods, xeept EDGE (2) position a ng client at zero déet in the selectedufer. This
way there is alays some data to send to the client rigteiya without I/O wait. EDGE ensures a no-cache
policy: only the data reced during the client’ lifespan gets relayed to the destination.

MIN_CACHED (1) uses ngufd.min_total duation_sec and nbufd.min_total_size to determine which
buffer to pick. The algorithm starts at the HEAD andve®tavards the tail accumulating thelume and
time for each bffer it lands on; as soon as either of the thresholds is reachedifféreid selected as the
one to start at.

ng.bufd.burst_mode = 0 (none) | 1 (scan) | 2kst) [1]
Defines the method used to yeat excessie grawth of buffer chains using a tibble-turst’ technique. A
'bubble’ is a (long) sequence of unusedférs (U) squeezed in between a small number ovettiffers
(A). A slow client may claim (lock on) auffer and then sk down, while other clients go ahead. The tail-
side luffer would be still locled while the bffers tavards the head get used and un—atkAAUUUUUU-
UUUUUA. The U-sequence is theubble’. In mode 1 (scan) gng scans a channel looking foulable
(and varns if it finds one), in mode 2 2yist) it also tries to ivalidate the rightmost A-tlifer and release
the underlying U-sequence (thetible).

ng.bufd.max_unit_count = num [128]
Maximum number of bffers for all channels within thegin gng instance. Not alluifers, as a rule, get
allocated at once. This sets the limit to the numbeufiéts across all channels.

ng.bufd.prealloc_count = liffers [max_unit_count / 4]
Number of shareduffers to pre-allocate at the enginstart.

ng.bufd.max_units_per_channel = num [1/3 of max_unit_count,gf within 4..12 range]
Maximum numbers ofudfers per channel. Setting this to a well-balancaldes will provide for fair distru-
bution of huffers across channels and will peat hogging bffer space by channels with sl@lients.

ng.bufd.max_unit_size = bytes [16777216]
Maximum number of bytes in a singlaffer. When this threshold is hit, anothesffer is added to cache.

ng.bufd.max_dgram_size = bytes [1500]
Maximum size of a (UDP) datagrampected (should notxeeed MTU). NB: must be adjusted if using
jumbo fames.

ng.bufd.max_unit_duration_sec = seconds [30]
Maximum duration (seconds) of a singl#fer. When this threshold is hit, anothesffer is added to cache.

ng.bufd.allow_ememgency_recycle = true | false [false]
Allow to force-regcle the oldest liffer when cannot allocate amene.

ng.bufd.client_catch_up_ms = ms [0]
Advance to the most recentffer if no data gets sent out within thevg time period. Once a client times
out, its output maw is shifted to 'catch up’ with the source datavfléor start_ mode = EDGE (2), the
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offset would be at the end of the headffler (edge), for other modes - byte 0 of the haaiteb

associated with a channel to track incoming datagrams. Certain features wily tresuch tracking. A
datagram inde holds a number of datagram sequences. Each sequence accounts for a number of consecu-
tive datagrams of the same size.

ng.bufd.stale_dgram_ms = ms [0]
If non-zero, the alue sets xpiry period for inbound data in UDP channels. If a client finds itself at the
point of needing to transmit a stale datagram, its outptgetofgets shifted to byte O of the
most-recently-receed datagram.

ng.bufd.max_dseq_ms = ms [8 * stale_dgram_ms]
Maximum time in milliseconds (arth of data) to agggate in a single datagram sequence. This setting
could be made smaller to increase precision of time measurement for staia_dgy or made lger to
aggr@ate more datagrams in a single sequence (in ordevecspace).

USE WITH DISCRETION.

ng.bufd.recycle_timeout_sec = seconds [30]
Time period to check for stale channaffbrs that could be rgcled (-1]|0 = neer).

ng.transfer_buffer_size = bytes [1048576]
Size of the intermediateulfer used todcilitate I/O. This setting is unused when cachdférs are mem-
ory—mapped.

ng.cli_write_delay.*
This section rgulates delaying data output to reduce the number of write(2) syscalls. Data is accumulated
until the sa&ed portion is lage enough.

ng.cli_write_delay.enabled = true|false [true]
Write delays are enabled if set to true.

ng.cli_write_delaytimeout_ms = delay_ms [100]
Delay for no more than N milliseconds.

ng.cli_write_delaymax_huffered = max_bytes [1048576]
Delay up to max_bytes of data, digaed if O.

ng.psensors.*
Performance sensors alldo measure resource utilization between specific points within the applica-
tion, using the metrics pvided by utime(2) utime(2) call at each end of the senédirsensor data will be
printed out at the applicatiorxiein the format similar to the output of time(1) utility

Performance sensors are augding/profiling cility and incur additional load on the system.
USE WITH DISCRETION.

Defined sensors:
app = application runtime;\e loop = esent processing (alivents); & read = reading/processing inbound
data; & write = writing/processing outbound datay esrr = processing errorv@nts; & pp = post—pro-
cessing eents; ng_chaio = channel data I/O; ng_clio = client data I/O.
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ng.psensors.enable_all = truelfalse [false]
Enables all sensors if true, disables all otherwise. This is to initialize the set of enabled-sensor flags to
either all ones (if enabled) or all zeros. This setting is to be used in combination \wibmeprs.except.

ng.psensors.except = sensor_list []
Enables sensors in the list if pgensors.enable_all is true, or disables those sensors if false. Hyis w
enable_all is used to initialize the set of sensors whileept narras it davn by enabling/disabling its spe-
cific elements.

EXAMPLE A:

ng.psensors.enable_all = true; # Enable all sensors.

ws.psensorsxeept = ['&_read", "&_write"]; # Disable those listed herein.

Enables all sensorseept & read and e_write.

EXAMPLE B:

ng.psensors.enable_all alde; # Disable all sensors.

ng.psensorsxeept = ['&_read", "&_write"]; # Enable those listed herein.

Enables e read and e_write sensors, all others are disabled.

AUTHORS
Pavel V. Cherenkv

SEE ALSO
gigapxy(1),gws(1),gng(1),gws.conf(5),channels.conf(5),giga@uth(5),mlockall(2)
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